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MOTIVATION

K is a field of characteristic 0

Pn := K[x1, . . . , xn] is a polynomial algebra

∂1 := ∂
∂x1

, . . . , ∂n := ∂
∂xn

∈ DerK(Pn)

σ ∈ EndK−alg(Pn), J (σ) := det(∂σ(xi)
∂xj

), the

Jacobian of σ

σ 7→ J (σ), the Jacobian map

The chain rule: J (στ) = J (σ)σ(J (τ))

The Jacobian monoid

Σ := {σ ∈ EndK−alg(Pn) | J (σ) = 1, σ(x) = x+· · · }

The Jacobian Conj: σ ∈ Σ ⇒ σ is an automor-

phism, i.e. the Jacobian monoid Σ is a group
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If JC is true, K = K, then AutK(Pn) = Affn(Pn)×ex

Σ, the exact product of groups

Motivation: For the Grassmann algebra Λn the
Jacobian monoid Σ turns out to be a group,
the Jacobian group

The Grassmann algebras and skew
derivations

Throughout, K is a reduced commutative ring
with 1

2 ∈ K

The Grassmann alg (the exterior alg) Λn =
Kbx1, . . . , xnc:

x2
1 = · · · = x2

n = 0, xixj = −xjxi, i 6= j.

Bn = {α = (α1, . . . , αn) |αi ∈ {0,1}} ' {0,1}n

Λn = ⊕α∈BnKxα, xα := x
α1
1 · · ·xαn

n

Z-grading: Λn = ⊕n
i=0Λn,i, Λn,i = ⊕|α|=iKxα,

|α| = α1 + · · ·+ αn
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m = (x1, . . . , xn), Λn/m ' K, mn+1 = 0

Zs := Z/sZ-grading: Λn = ⊕t∈Zs
Λn,t, Λn,t =

⊕i≡tmod sΛn,i

Z2-grading: Λn = Λev
n ⊕ Λod

n

Exp. fact: skew derivations rather than deriva-

tions are more important in studying the Grass-

mann algebras

A skew derivation δ : Λn → Λn is a K-lin map

δ(aiaj) = δ(ai)aj + (−1)iaiδ(aj), ai ∈ Λn,i

SDerK(Λn) ⊇ ⊕n
i=1Λ

ev
n ∂i, ∂i := ∂

∂xi

∂i(x1 · · ·xi · · ·xk) = (−1)i−1x1 · · ·xi−1xi+1 · · ·xk

∂2
1 = · · · = ∂2

n = 0, ∂i∂j = −∂j∂i, i 6= j.

K〈∂1, . . . , ∂n〉 ' Λn
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EndK(Λn) = K〈x1, . . . , xn, ∂1, . . . , ∂n〉:

x2
i = 0, xixj = −xjxi,

∂2
i = 0, ∂i∂j = −∂j∂i,

∂ixj + xj∂i = δij, the Kronecker delta.

Elem. a = a(x1, . . . , xn) =
∑

aαxα ∈ Λn should

be seen as a polynomial function in anti-comm

variables, a(0) := a0 ∈ K = Λm/m

The Taylor formula: a =
∑

α∈Bn ∂α(a)(0)xα,

∂α := ∂αn
n · · · ∂α1

1
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The group AutK(Λn) and its subgroups

G := AutK(Λn), an algebraic group over K

GLn(K)op := {σA |σA(xi) =
∑n

j=1 aijxj, A =

(aij) ∈ GLn(K)}, σAσB = σBA

Inn(Λn) := {ωu : x 7→ uxu−1}, the group of

inner automorphisms of Λn

Γ := {γb | γb(xi) = xi + bi, bi ∈ Λod
n ∩ m3, i =

1, . . . , n}, b = (b1, . . . , bn)

If K = C the group ΓGLn(C)op was considered

by F. Berezin (1967, Mat Zametki). If K = k is

a field of char 6= 2 it was proved by D. Djokovic

(1978, Canad J Math) that G = Inn(Λk(k)) o
GZ2−gr.
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Ω := {ω1+a | a ∈ Λod
n }, ω1+aω1+b = ω1+a+b

U := {σ ∈ G |σ(xi) = xi + · · · for all i} where
the three dots mean bigger terms with respect
to the Z-grading

Theorem 1. Let K be a reduced commutative
ring with 1

2 ∈ K. Then

1. G = U oGLn(K)op = (Ωo Γ)oGLn(K)op

2. G = ΩoGZ2−gr, GZ2−gr = ΓoGLn(K)op

3. U = ΩoΓ and Ω is a maximal abelian sub-
group of U if n is even (Ω ⊇ Un); and ΩUn =
Ω×Un is a maximal abelian subgroup of U if n
is odd (Ω∩Un = {e}) where Un := {τλ | τλ(xi) =
xi + λix1 · · ·xn, λ = (λ1, . . . , λn) ∈ Kn} ' Kn,
τλ ↔ λ

4. Inn(Λn) = Ω and Out(Λn) ' GZ2−gr

5. G = GevGod = GodGev where God := {σ ∈
G |σ(xi) ∈ Λn,1+Λod

n for all i} and Gev := {σ ∈
G |σ(xi) ∈ Λn,1 + Λev

n for all i}
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6. God = GZ2−gr

7. Let s = 2, . . . , n. Then

(a) If s is even then GZs−gr = Γ(s)oGLn(K)op

where Γ(s) := {γb |all bi ∈
∑

j≥1 Λn,1+js} and

γb(xi) = xi + bi.

(b) If s is odd then GZs−gr = Ω(s)oGLn(K)op

where Ω(s) := {ω1+a | a ∈
∑

1≤j is odd Λn,js}.
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The unique presentation σ = ω1+aγbσA for

σ ∈ G

Each σ ∈ G = (Ω o Γ) oGLn(K)op is a unique

product

σ = ω1+aγbσA

ω1+a ∈ Ω (a ∈ Λ′od
n ), γb ∈ Γ, and σA ∈ GLn(K)op

where Λ′od
n := ⊕iΛn,i and i runs through odd

natural numbers such 1 ≤ i ≤ n− 1. The next

theorem determines explicitly the elements a,

b, and A via the vector-column

σ(x) := (σ(x1), . . . , σ(xn))
t

(for, only one needs to know explicitly the in-

verse γ−1
b for each γb ∈ Γ which is given by the

inversion formula below, Theorem 3.

10



Λn = Λev
n ⊕ Λod

n 3 u = uev + uod.

Theorem 2 Each element σ ∈ G is a unique

product σ = ω1+aγbσA where a ∈ Λ′od
n and

1. σ(x) = Ax + · · · for some A ∈ GLn(K),

2. b = A−1σ(x)od − x, and

3.

a = −1

2
γb(

n−1∑

i=1

x1 · · ·xi∂i · · · ∂1∂i+1(a
′
i+1)+∂1(a

′
1))

where a′i := (A−1γ−1
b (σ(x)ev))i, the i’th com-

ponent of the column-vector A−1γ−1
b (σ(x)ev).
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The inversion formula σ−1 for σ ∈ G

Theorem 3. Let K be a commutative ring,
σ ∈ ΓoGLn(K)op and a ∈ Λn(K). Then

σ−1(a) =
∑

α∈Bn

λαxα

where

λα := (1− σ(xn)∂
′
n) · · · (1− σ(x1)∂

′
1)∂

′α(a) ∈ K,

∂′α := ∂′αn
n ∂

′αn−1
n−1 · · · ∂′α1

1 ,

∂′i :=
1

det(∂σ(xν)
∂xµ

)
det




∂σ(x1)
∂x1

· · · ∂σ(x1)
∂xm... ... ...

∂
∂x1

· · · ∂
∂xm... ... ...

∂σ(xn)
∂x1

· · · ∂σ(xn)
∂xm




,

i = 1, . . . , n.

Any τ ∈ G = (Ω o Γ) o GLn(K)op is a unique
product τ = ω1+aσ. Then τ−1 = σ−1ω1−a

since ω−1
1+a = ω1−a.
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The Jacobian group Σ

Γ := {γb | γb(xi) = bi = xi + b′i, b′i ∈ Λod
n ∩m3,

i = 1, . . . , n},
where the element b = (b1, . . . , bn) should be

seen as a vector-function in anti-commuting

variables x1, . . . , xn, i.e. b = b(x) = b(x1, . . . , xn).

γbγc = γc◦b
where c ◦ b is the composition of functions;

namely, the i’th coordinate (c ◦ b)i of the n-

tuple c ◦ b is equal to ci(b1, . . . , bn) where ci =

ci(x1, . . . , xn) (we have substituted elements bi

for xi in the function ci = ci(x1, . . . , xn)).

Each σ ∈ G = (ΩoΓ)oGLn(K)op is the unique

product

σ = ω1+aγbσA, ω1+a ∈ Ω, γb ∈ Γ, σA ∈ GLn(K)op
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Let σ′ = ω1+a′γb′σA′. Then

σσ′ = ω1+a+γbσA(a′) γA−1σA(b′)◦b σA′A

where σA(b′) := (σA(b′1), . . . , σA(b′n))t and σA(b′)◦
b := (σA(b′1) ◦ b, . . . , σA(b′n) ◦ b). This formula

shows that the most sophisticated part of the

group G is the group Γ.

The even algebra Λev
n = ⊕m≥0Λn,2m belongs

to the centre of Λn, En := K∗+ ∑
m≥1 Λn,2m is

the group of units of Λev
n , En = K∗×E′n where

E′n := 1+
∑

m≥1 Λn,2m, K∗ is the group of units

of K.

For σ ∈ Γ, ∂σ
∂x := (∂σ(xi)

∂xj
) is the Jacobian ma-

trix of σ

The chain rule: ∂(στ)
∂x = σ(∂τ

∂x) · ∂σ
∂x
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The Jacobian map

J : Γ → E′n, σ 7→ J (σ) := det(
∂σ(xi)

∂xj
).

Theorem 4. The Jacobian map J : Γ → E′n,
σ 7→ J (σ), is surjective if n is odd, and it is not
surjective if n is even but in this case its image
is a closed affine subvariety of E′n of codimen-
sion 1 which is given by a single equation.

Eod := {σ ∈ EndK−alg(Λn)|σ(xi)−xi ∈ Λod
n ∩m3},

Γ ⊂ Eod.

J (στ) = J (σ)σ(J (τ)), σ, τ ∈ Eod.

Theorem 5. The monoid

Σ = {σ ∈ Eod | J (σ) = 1}
is a group, the Jacobian group, Σ ⊆ Γ.

Σ is trivial iff n ≤ 3. So, we always assume
that n ≥ 4. Despite the fact that J is not a
group homomorphism Σ should be seen as the
‘kernel’ of J .
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Theorem 6. The Jacobian group Σ is not a

normal subgroup of Γ iff n ≥ 5.

An algebraic group A over K is called affine

if its algebra of regular functions is a polyno-

mial algebra K[t1, . . . , td] with coefficients in K

where d := dim(A) is called the dimension of

A (i.e. A is an affine space). If K is a field then

dim(A) is the usual dimension of the algebraic

group A over the field K. Below all algebraic

groups and varieties are affine.

• Theorem 7. The Jacobian group Σ is an

affine group over K of dimension

dim(Σ) =




(n− 1)2n−1 − n2 + 2 if n is even,

(n− 1)2n−1 − n2 + 1 if n is odd.
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A subgroup of an algebraic group A over K is

called a 1-parameter subgroup if it is isomor-

phic to the algebraic group (K,+). A minimal

set of generators for an affine group A over K

is a set of 1-parameter subgroups that gener-

ate the group A as an abstract group but each

smaller subset does not generate A.

• Coordinate functions on Σ and a minimal

set of generators for Σ are given explicitly.

σi,λxjxkxl
∈ Γ: xi 7→ xi + λxjxkxl, xm 7→ xm, for

all m 6= i, λ ∈ K.

Theorem 8. Γ = 〈σi,λxjxkxl
| i = 1, . . . , n;λ ∈

K; j < k < l〉. The subgroups {σi,λxjxkxl
}λ∈K '

(K,+) form a minimal set of generators for Γ.

17



The subgroups Σ′ and Σ′′ of Σ

Φ := {σ : xi 7→ xi(1 + ai) | ai ∈ Λev
n ∩ m2, i =

1, . . . , n}.

To prove the (above) results for Σ we first

study in detail two of its subgroups Σ′ and Σ′′:

Σ′ := Σ ∩Φ = {σ : xi 7→ xi(1 + ai) | J (σ) = 1,

ai ∈ Λev
n ∩m2, 1 ≤ i ≤ n}

and the subgroup Σ′′ is generated by the ex-

plicit automorphisms of Σ:

ξi,bi
: xi 7→ xi + bi, xj 7→ xj, j 6= i,

where bi ∈ Kbx1, . . . , x̂i, . . . , xncod≥3 and i = 1, . . . , n.

The importance of these subgroups is demon-

strated by the following two facts.

Theorem 9. Σ = Σ′Σ′′.

Theorem 10. Γ = ΦΣ′′.
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Note that each element xi is a normal element

of Λn: xiΛn = Λnxi. Therefore, the ideal (xi)

of Λn generated by the element xi determines

a coordinate ‘hyperplane.’ The groups Σ′ and

Σ′′ have the following geometric interpreta-

tion: the group Σ′ preserves the coordinate

‘hyperplanes’ and elements of the group Σ′′
can be seen as ‘rotations.’

By the definition, the group Σ′ is a closed sub-

group of Σ, it is not a normal subgroup of Σ

unless n ≤ 5. It is not obvious from the outset

whether the subgroup Σ′′ is closed or normal.

In fact, it is.
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Theorem 11. Σ′′ is the closed normal sub-

group of Σ, Σ′′ is an affine group of dimension

dim(Σ′′) =




(n− 1)2n−1 − n2 + 2− (n− 3)

(
n
2

)

(n− 1)2n−1 − n2 + 1− (n− 3)
(
n
2

)

where n is even and odd resp., and the fac-

tor group Σ/Σ′′ is an abelian affine group of

dimension (n− 3)
(
n
2

)
.

Theorem 12. The group Σ′ is an affine group

over K of dimension

dim(Σ′) =




(n− 2)2n−2 − n + 2 if n is even,

(n− 2)2n−2 − n + 1 if n is odd.

Theorem 13. The intersection Σ′ ∩ Σ′′ is a

closed subgroup of Σ, it is an affine group over

K of dimension

dim(Σ′∩Σ′′) =




(n− 2)2n−2 − n + 2− (n− 3)

(
n
2

)

(n− 2)2n−2 − n + 1− (n− 3)
(
n
2

)

where n is even and odd resp.
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• The coordinates on Σ′ and Σ′′ are given

explicitly.

To find coordinates for the groups Σ, Σ′, and

Σ′′ explicitly, we introduce avoidance functions

and a series of subgroups {Φ′2s+1} , s = 1,2, . . . , [n−1
2 ],

of Φ that are given explicitly. They are too

technical to explain.

The Jacobian ascents Γ2s

In order to study the image of the Jacobian

map J : Γ → E′n, σ 7→ J (σ), certain overgroups

of the Jacobian group Σ are introduced. They

are called the Jacobian ascents. The prob-

lem of finding the image im(J ) is equal to the

problem of finding generators for these groups.

Let us give some details.
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The Grassmann algebra Λn has the m-adic fil-

tration {mi}. Therefore, the group E′n has the

induced m-adic filtration:

E′n = E′n,2 ⊃ · · · ⊃ E′n,2m ⊃ · · · ⊃ E′n,2[n2]

⊃ E′n,2[n2]+2 = {1},

where E′n,2m := E′n ∩ (1 + m2m). Correspond-

ingly, the group Γ has the Jacobian filtration:

Γ = Γ2 ⊇ Γ4 ⊇ · · · ⊇ Γ2m

⊇ · · · ⊇ Γ2[n2]
⊇ Γ2[n2]+2 = Σ,

where

Γ2m := J−1(E′n,2m) = {σ ∈ Γ | J (σ) ∈ E′n,2m}.
It follows from the equality J (στ) = J (σ)σ(J (τ))

that all Γ2m are subgroups of Γ, they are called,

the Jacobian ascents of the Jacobian group

Σ.

The Jacobian ascents are distinct groups with

a single exception when two groups coincide.
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This is a subtle fact, it explains (partly) why

formulae for various dimensions differ by 1 in

odd and even cases.

Theorem 14 Let K be a commutative ring

and n ≥ 4.

(a) If n is an odd number then the Jacobian

ascents

Γ = Γ2 ⊃ · · · ⊃ Γ2s ⊃ · · · ⊃ Γ2[n2]
⊃ Γ2[n2]+2 = Σ

are distinct groups.

(b) If n is an even number then the Jacobian

ascents

Γ = Γ2 ⊃ · · · · · · ⊃ Γ2[n2]−2 ⊃ Γ2[n2]
= Γ2[n2]+2 = Σ

are distinct groups except the last two groups,

i.e. Γ2[n2]
= Γ2[n2]+2.
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The subgroups {Γ2s+1} of Γ are given explic-

itly,

Γ2s+1 := {σ : xi 7→ xi + ai | ai ∈ Λod
n ∩m2s+1,

1 ≤ i ≤ n}, s ≥ 1,

they have clear structure. The next result ex-

plains that the Jacobian ascents {Γ2s} have

clear structure too, Γ2s = Γ2s+1Σ, and so the

structure of the Jacobian ascents is completely

determined by the structure of the Jacobian

group Σ.

Theorem 15. Let K be a commutative ring

and n ≥ 4. Then Γ2s = Γ2s+1Σ for each s =

1,2, . . . , [n−1
2 ].
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