Standardization and databasing of atomistic and molecular simulations

Introduction

· The aim of the workshop “Standardization and databasing of atomistic and molecular simulations” has been the stimulation of a discussion on the possibility of databasing simulation results. The participants were invited to reflect on several aspects including:

· What to store?

· How to use stored data?

· What are the conditions to be met in order to bring-up archives of simulations?

· Who should be responsible for the management of the archives?

Participants:

Several communities have been involved in the workshop, namely: chemistry, condensed matter physicists and material scientists, biologist and biophysicists, soft-matter physicists.

The invited speakers were covering a wide community of code developers, namely people developing scientific codes (code that perform the simulations) as well as codes for visualization, people involved in the development of ‘local-level’ archives and, finally, group and individuals who are developing data and file format and the corresponding tools.

Workshop Program:

The workshop program consisted of a rich variety of presentations: 16 oral, spanning from computational chemistry to theoretical physics, aimed at providing overviews of databasing or standardization between the several represented communities, and a final panel discussion to summarize the objectives of databasing simulations and the experiences of the attendees.

Presentations

In the 16 oral presentations have been expressed the needs and reported the experiences of code developers. Particular attention has been devoted to the file format topic and to the corresponding I/O tools, which are an essential element for allowing the future extraction and manipulation of data contained in the archives.

In particular, interest for common formats was expressed in order to allow interoperability for testing/benchmarking different codes and methods. However, a general consensus emerged for one of the most important property that a common file format should have, namely the flexibility for allowing optimization. In fact, in the actual context, with thousand of CPUs for running simulations, I/O can become the bottleneck of the simulation and the need of an optimized I/O is mandatory.

It was also mentioned that the standard must be simple, otherwise its adoption can be a difficult task and in practice they will not be adopted from the computational community (eg. standard established by committees – there are example in fluid dynamics). An additional important topic is documentation of the file formats, which must be “detailed” and “exhaustive”. For example, it was mentioned the case of the cube file format, where it is not specified whether the value is reported at the grid point or at the centre of the cells formed by the grid points. This lack in the definition for a standard of course poses serious problems and leads to errors in the processing of these specific file formats. 

Another important property for standard formats that emerged during the oral presentations is that file formats must be easily extensible, in order to avoid the misuse of available fields for storing other data, which makes more difficult the extraction of data contained in the file.

The field of data/file format is a lively active field, with many projects mainly devoted to code interoperability. Irrespective of the field, all the data/file formats proposed have a hierarchical structure. This is at the same time natural and effective. In fact, the organization of the data in nested blocks allows a ‘random’ access, which is a mandatory requirement in order to allow efficient read/write operations. Moreover, the hierarchical structure also allows extensibility. In fact, new blocks can be introduced without destroying the structure proposed by the format and therefore assuring back-compatibility. The data/file formats are distinguished between ‘small’ and ‘large’ data. Examples of small data are structural information on a molecule or spectroscopic data. These small data also include further information like partial distribution function or total energies for initial validation of the simulations. Large data are, for example, molecular orbital. 

In the field of small data, usually the information are stored resorting to XML. In many cases, a particular definition of tags/properties known as Chemical Markup Language (CML) has been adopted. In the case of large data, information is frequently stored resorting to portable binary encoding as implemented in the NetCDF or HDF5 libraries. However, an example was presented in which data are encoded in 64-base format and stored in ASCII.

It is worth to mention also the different kinds of tools presented for reading/writing/manipulating file in the standard formats. Such tools are cornerstone for the acceptation of a file format. It should be recognized that even an ascii file format like CML is not aimed at being read or written by humans but computer codes. 

These tools operate at different levels:

· Low level: libraries of functions for moving along the hierarchy and writing/reading data, tools for dumping and manipulating entire files

· High level: libraries of functions for writing/reading entire dataset (orbital, atomic positions, etc.) at the right point in the hierarchy (according to the definition of the standard). Converters, codes that translate a file format into another one, can also be classified as high-level tools. Consensus emerged in adopting Converters, for allowing code interoperability without imposing to code developers the adoption of one of the standard data/file format.

Several interesting points on databasing have emerged from the oral presentations:

· Several ‘experimental’ archives, mostly developed in the UK, have been presented. These pilot archives were realized in the context of chemistry, crystallography, biology and biophysics data. Some of these archives have been developed within the “Collaborative Computational Program” (CCP), in particular CCPN and CCPB. 

· There is a certain degree of homogeneity in the data to be stored in the various communities involved in the workshop: particles properties, geometries, spectroscopic data, and atomic trajectories, just to mention the most relevant ones. However, exceptions have been reported. For example, in the field of soft-matter, and in particular of colloids, it was mentioned the case of simulations with particles with a continuous range of size. At the moment, the storing of these information in general data/file formats, such as those developed in chemistry and condensed-matter physics, is not possible as these formats are essentially based on an atomistic representation of the model.

Discussion

The panel discussion focused essentially on the questions: Do simulations of database have a future? And If yes, what are the quantities that should be stored in order to retrieve all possible information after many years? 

Regarding the first question, it is undoubted that the existence of a simulation database would definitely improve the cooperation in science, exposing, at the same time, all data available in the archive to a further referee process. Nonetheless, a few speakers from UK remarked that all attempts done in the past years on educating scientists to databasing their simulations have miserably failed. The reasons of the failure should very probably be traced back to the very locality of the database itself, ie. the basin of potential users was kept extremely local.

Several ideas emerged on the quantities to be stored and in particular it emerged that the nature of data to be archived strongly depends on the community, also in connection with the intrinsic cost of the simulations. For example, while in ab-initio molecular dynamics it might be convenient storing trajectories, the conclusion is just the opposite for classical simulations. In fact, in this latter case it is more convenient re-run the simulation rather than storing vast amounts of data.

An (incomplete) list of data to be store include:

· Data relative to the model/system: phase space (this include trajectories in the case of MD or MC), geometry (bonds, angles), properties (spectra or other observables), input data or input files 

· Hidden under this broad and very diverse kind of data are different uses for which the archive can be used. Examples of possible use of archived data are:

1.  Trajectories or input files for further analysis of previous simulations (in the case of expensive simulations or when it must be ensured that the conclusions do not depend on the simulation protocol), 

2. Test/benchmarking of methods (the possibility of running exactly the same simulation using either a different code or a different method – that is, the same simulation apart the specific method), 

3. Reference data for validating codes, methods, setup (the NIST archive of properties of atoms and simple molecules – geometry, HF and LDA eigenvalues, etc – is an example of this),

4. Configurations and trajectories for multi-scale simulations

5. Correlation of theoretical/experimental spectra for validation of new experimental and theoretical geometries (large deviation from the typical theoretical/experimental correlation is an indication of errors in either the theoretical or the experimental procedure). This relay on the fact that some of the theoretical methods are now well established and implemented in most of the code in a consistent way and therefore produce consistent results. However, is worth to mention that this is possible for ‘static’ calculation while is more complex to be done in dynamical simulation as in this case the number of parameters to control for producing equivalent results is much larger and, in practice, full consistency is unachievable. 

Several important aspects have been raised about databasing. The first one, extremely important, is the need to clarify better the use of archives, with real-case scenario. Although many people commented this point, a consensus on a possible list of real-case usages did not emerge during the workshop. The main problem connected with the making a simulations database an important tool in science is the reliability and the trustworthiness of the archived data. While there are fields that are more ‘mature’ in which the simulation protocols are well established, there are others like molecular dynamics where protocols are often driven by the experience of the person performing the simulation. A counterexample is quantum chemistry; in this case the methods and the basis sets are well and strictly coded and typically a small number of details are enough for describing a calculation, and data are well reproducible. Therefore, it would be desirable to have a quality control system within the simulation database in order to certify all the simulations, which are extremely dependent on the experience of the person that is running the simulation her/himself. 

Conclusions

· On data/file formats:

· Several data/file formats exist. Often libraries and tools are available to handle files adhering to these standards,

· Some of these formats are complementary and their combination would extend their usability beyond the field they were initially developed for,

· The model for selecting the most suitable format in a given field is the ‘market’: users will evaluate the alternatives and will select the optimal solution for them.

· On data archives:

· This subject require more experimentation to clarify possible applications of databasing to simulations, 

· This experimentation should be carried out initially at a local level and within a single community,

· It is relevant to remark that all this activity is indeed infrastructural rather than scientific and should be sustained under infrastructural, long-term budget.
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Abstracts

Restart and archive data in CPMD and CP2K

J. Hutter

The startegies for collecting restart data for the plane wave code CPMD and the Gaussian basis set code CP2K are reviewed and compared. The requirements for archiving data in ab initio molecular dynamics 
are outlined and a strategy for a possible unifying format is discussed.

A Data Model for ab-initio Quantum Chemistry

E. Rossi

The Q5Cost data model and format for Quantum Chemistry problems is presented and discussed. The lack of a standardization of data representation is crucial in the field of quantum chemistry making code interoperability hard to achieve. At the same time the need of a standard communication format is crucial especially considering grid technology related problems. The data model has been developed inside the COST D37 action. It is intended to build a common format for quantum chemistry problems specifically designed to assure interoperability and portability. The model is structured and flexible, easy extensible and allows the design via an incremental way. The model consists of a collection of chemical objects related within a hierarchical structure in a logical containment relationship. These last features meet the requirements of rapidly evolving codes like the one written by quantum chemistry research groups.

CML and Computational Chemistry

P. Murray-Rust

Chemical Markup Language (CML) is an XML schema which supports a wide range of chemical concepts including molecules, crystals, spectra, and reactions. It has been applied to a range of computational chemistry areas including solid state and gas phase molecular calculations. A sub-dialect "CMLComp" is very well supported, especially for FORTRAN95 programs (FoX library, Toby White). CML is well suited to capture and translate the output of calculations and has been used to process over a million separate jobs with high reliability. This allows the creation of a range of program-independent tools for analysing the course of calculations and molecular/solid properties.

Data representations, databases and management of scientific data: the Cambridge experiences

M. Dove

We have been running a number of collaborative projects from Cambridge that have had a focus on using informatics (escience, grid methods) to support atomistic simulation studies. One of the important changes in our thinking has been to better understand the important role of data representation and data management in an era where computer power now enables to collect unprecedented quantities of simulation results. I will discuss various approaches we have taken to storing data, collecting metadata, and extracting the information content of data files. A key component in this has been the use of the Chemical Markup Language (CML) for representing data, and I will discuss our experiences and successes in this area. I will argue that CML is now sufficiently mature and widespread for it to be a natural candidate as the data representation of choice for data files that are supposed to be read by scientists.

Data standarisation around SIESTA

E. Artacho

An account will be given of the efforts within the SIESTA community to shift to standarisable data representations, from the points of view of syntax (XML) and semantics (CML). These include the development and use of Fortran 90 libraries for XML (and CML specifics) input and output (see also Martin Dove's talk) together with tools for output transformation and visualisation. An XML-based pseudopotential standard will also be presented that has been developed in a SIESTA-ABINIT collaboration. Thoughts on large data representation will be shared, in the line of linking NetCDF with XML metadata.

DeciQ: Codeinteroperability in Computational Quantum Chemistry

M. Lukasz

Ab-initio Quantum-Chemistry programs produce and use large amounts of data, which are usually stored on disk in the form of binary files. A FORTRAN library, named Q5Cost, has been designed and implemented in order to allow the storage of these data sets in a special data format built with the HDF5 technology. This data format allows the data to be represented as tree structures and is portable between different platforms and operating systems, making code interoperability and communication much easier. The libraries have been used to build many interfaces among different quantum chemistry codes, and the first scientific applications have been realized. Also, a hierarchical scheme of Quantum Chemistry objects was designed and described with a XML based specific language, that we called QC-ML (Quantum Chemistry Mark-up Language). Finally, a number of a small set of interface programs (wrappers) for translating data between the common format and a variety of proprietary formats was designed. This activity was carried out by a consortium where our group is involved within the COST in Chemistry D37 project.

ETSF I/O and NetCDF framework to share ab initio data.

A. Jacques

Many databasing efforts to archive experimental data or scientific results are hampered by design deficiencies and the lack of a reliable format for storing relevant information.

As a complement to ensure efficient data communication between their ab initio components, the Nanoquanta Network of Excellence and its succeeding project European Theoretical Spectroscopy Facility (ETSF) have initiated the specification of a new file format named ETSF I/O and produced software libraries and utilities to implement the defined procedures in their delivered codes.

The Network Common Data Format (NetCDF) library serves as the underlying technology of this specification and accounts for its format consistency, platform independence, content extensibility and efficiency to store large datasets. Furthermore this library has already been successfully applied on other scientific databasing projects.

The ETSF I/O defines a framework for storing the various types of data pertinent to ab initio applications, crystallographic information and electronic structure – densities, potentials and wavefunctions data. They are assembled as a serial of numerical arrays under significant names of variables that may possess extended attributes further describing them. The NetCDF library provides functions to initialize, manage and inquire the content of the global file without prior knowledge of its structure or the originating application.

The ETSF I/O specifications summarize the definition of the variables name, associated dimensions and attributes in order to link them to the corresponding physical quantities. Its license free software library contains efficient tools to produce the standardized files. Their structure can be inquired and validated by the accompanying applications.
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XML Schema for First-Principles Molecular Dynamics Simulation Data

F. Gygi

We present a set of XML Schema specifications for the representation of electronic structure data and first-principles molecular dynamics (FPMD) simulation data. XML documents are used to represent pseudopotentials, FPMD restart files (containing atomic positions and electronic wavefunctions) and simulation output files (trajectories and physical properties). This approach achieves complete portability of simulation samples across different platforms, and allows for the storage and distribution of simulation data via web servers. Furthermore, the use of XML Schemas allows for automatic validation of simulation samples using validating XML parsers (such as Apache Xerces-C). Post-processing of samples can be performed using XSLT scripts. We discuss the implementation of this approach in the Qbox code. XML Schema are available at http://www.quantum-simulation.org.

Standardising and Databasing Biomolecular Simulations: some UK experiences

C. Laugthon

Over the past few years there have been a number of initiatives in the UK to develop databases of biomolecular simulation data, and associated projects on data standardisation. I will discuss some of these, focussing particularly on the BioSimGrid project (www.biosimgrid.org) and the joint CCP data model (http://www.ccpn.ac.uk/data-model/introduction).

XMLDir library in ab-initio band structure codes

A. Kozhevnikov

Modern computational physics relies on variety of techniques implemented in different professional-level codes. Unfortunately, the migration of the task between the codes could be a challenging problem: each one has the unique way of representing input and output data and the chance of making an error transforming one format to another is high. No doubt that the XML data representation is the best way to overcome these difficulties.  XMLDir library is the practical solution for reading and writing XML files. The purpose of this talk is to give an overview of XMLDir library and to show the working example of using the library in legacy band-structure codes.

Ab-initio Quantum Chemistry codes produce and use large amount of data, usually stored in binary format

A. Monari

Ab-initio Quantum Chemistry codes produce and use large amount of data, usually stored in binary format.

The platform independent Q5Cost format based on HDF5 allows the storage of these data and makes it possible and easy interchange of them. On top of the HDF5 access library a specific Q5Cost library has been built which allows an easy management of data based on “chemical” concepts. The proposed format allows the representation of some of the most relevant Quantum Chemistry data such as basis set, geometry, symmetry, molecular orbitals coefficients, atomic and molecular base integrals, wave function.

The library allows an easy inclusion of the Q5Cost support into original codes via a direct inclusion or via an external translating code (“wrapper”).

The Q5Cost support has been added to many Quantum Chemistry codes (Dalton, Gamess-US, Molcas, Columbus, Toulouse Chain, Bologna FCI) allowing the interfacing of all of them. Moreover the Q5Cost has been used in order to enhance the visualization of molecular structures and orbital densities for example using Molekel.

Issues in the visualization for Chemistry data

M. Valle

Visualization could provide to the researchers methods and techniques to gain insight starting from their data. But currently chemistry visualization tools should fight against ad-hoc input formats and representational conformism. Often missing or inadequate input data preclude the exploration of different and new visualization techniques. So shortcoming in data representation, in a vicious cycle, reduces the request for new visualization functionalities that in turn discourage every attempt to improve the informative content of the chemistry data formats. Various real life examples will be presented suggesting guidelines for the data format definers.

Data archiving in the ALPS project

M. Troyer

Data models for GEMS: a Grid Enabled Molecular Simulator

S. Rampino

GEMS is a realistic molecular simulator composed of a suite of quantum programs for the exact treatment of triatomic reactive processes. These programs, deployed on the EGEE grid segment available to the Virtual Organization CompChem, are organized in a common workflow to yield experimental outputs from first principles calculations. We are at present working to extend data models and standards developed for quantum chemistry calculations to both the inputting of electronic structure ab initio information in GEMS (for its use by quantum dynamics programs) and the storing of related outcomes and manipulations (to estimate actual observables). This is vital not only to foster communication among the various programs, but also for the creation of a repository of the detailed  properties of elementary reactions useful for several research, education and production applications. At the workshop a proposal for the modality of extension and an illustration of some applications will be given.

ESPResSo – The challenge of defining a general database format for coarse grained simulations

T. Stuehn

After giving a short introduction into our main simulation package for coarse-grained simulations (ESPResSo) we will focus on the challenge of  defining a general database for such simulations. The term "coarse grained simulations" describes a very diverse class of computer simulations that can - in terms of resolution - be seen between (classical) atomistic and continuum simulations (eg. finite element  methods). We will present some methods and systems which have high  demands on a database system in terms of the flexibility of the format. 

ESPResSo++ and the databasing needs of soft matter simulations

J. Halverson

The ESPResSo++ simulation package is designed to perform classical molecular dynamics/Monte Carlo simulations using all-atom and course-grained molecular representations as well as simulations that combine the two representations in the same spatial domain (ie. AdResS or Adaptive Resolution Scheme). There are many similarities between all-atom and course-grained simulations. While all-atom simulations tend to rely on analytical force fields, course-grained simulations often make use of tabulated potentials. Such differences must be taken into account when creating a unique database. Additionally, with the rise of multiscale methods such as AdResS the envisaged database must come with great flexibility.

In trying to reproduce a simulation that has been databased, the treatment of random numbers becomes important. This is especially true for various thermostats and the dissipative particle dynamics technique. We will point out the difficulties introduced by random numbers and propose solutions that allow for such simulations to be reproduced to within the limits imposed by differences in hardware.

Finally, one unique feature of ESPResSo++ is that it is controlled by a Python script which allows for the entire simulation and data analysis to be easily reproduced at a later time. The advantages and disadvantages of script-driven codes in terms of databasing simulations will be discussed. Detailed information about the ESPResSo++ project is available online (http://www.espresso-pp.de).

