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Scope of the Workshop

The scope of the workshop was directed primarily at equilibrium and non-equilibrium simulation of systems containing clathrate hydrates, or in the study of nucleation and crystal formation of these systems, although a number of experimentalists attended to contribute their detailed knowledge of the state-of-the-art to the discussions. This served to promote interactions between simulation and experiment.
The following were the key areas targeted in the workshop’s scope: 
1. Thermal Conductivity and thermal energy transport: Equilibrium and non-equilibrium approaches. In particular, future challenges would include the direct simulation of melting of large hydrate systems and its correlation with cage- and molecular-level thermal energy transport in situations as close as possible to permafrost and deep-sea environments.
2. Nucleation: The definition of appropriate order parameters or variables with which to study this phenomenon remains a challenge, together with the relatively large supersaturation and subcooling required.
3. Hydrate growth and crystallisation: The driving forces and mechanisms responsible for crystal growth and break-up of hydrates and initial configurations play a critical role. The development of structure and polymorphism in growing hydrates are important considerations.
4. Inhibition of growth and promotion of dissolution: Mechanisms and strategies to prevent hydrate formation, including thermal contact and use of inhibitors.
Main Outcomes of Key Presentations
Matt Walsh discussed aspects of methane hydrate nucleation, from both the perspective of a bubble of methane surrounded by liquid water, and also a planar interface of methane with liquid water. He observed the formation of sI and sII motifs and cages, typically with a preference for sI cages. The 51263 cages were identified as allowing a template for hydrate formation of either type. Also, cage analysis techniques were outlined. In the questions and discussion of this talk, the challenges of larger supersaturation and strong undercoolings required to achieve hydrate formation were outlined.

Hiroki Nada outlined his research into three-phase THF hydrate growth, and on the differences and similarities in possible growth mechanisms vis-à-vis methane. From analysis of interaction energy surfaces of guests in planes ‘above’ several different crystallographic templates of the surface, he described how local regions of favourable energetic stability may be formed. In addition, Nada advanced the idea that methane ordering at a surface is similar to that in hydrophobic milieux, such as carbon nanotubes. Nada advocated the idea that the clustering of methanes in narrow spaces restricted by hydrophobic environments is responsible in large part for growth, and that this also applies to (dipolar) THF, albeit with slower kinetics due to distinct behaviour on particular hydrate faces. In the discussion of the talk, John Tse mentioned that dipolar ordering would be expected to be important for long-range influence on crystallisation.

David Quigley described his recent research with Mark Rodger on metadynamics applied to ice nucleation, and where this direction of research may lead for analysis of hydrate nucleation. He discussed ways of probing nucleation, such as heavy supercooling or density/pressure constraints, path-sampling or collective variable approaches. Quigley outlined how the geometry of the simulation cell may bias the formation of ice polymorphs, and on how the use of TIP4P led to persistent cubic ice formation. The possibility that TIP4P may bias the formation of cubic ice was also discussed.

Alexander Krivchikov detailed a soft-potential model which serves to explain observed behaviour in hydrates from the point of view of resonance scattering. Here, sound waves are regarded as quasi-local vibrations. This was able to explain more harmonic motion at lower temperature in terms of a longer mean free path for phonon propagation, although this soft-potential model breaks down at around 30 K. It was indicated that this model may also be very relevant for the successful description of thermal conductivity in perovskites, where piezoelectric properties are of importance.

Peter Kusalik discussed his group’s local thermostat approach and active transport to model hydrate crystallisation and melting in two-phase (hydrate-liquid) systems, and of metrics of hydrate-liquid recognition in terms of various order parameters. He discussed sI and sII deposition, and intermediate forms, often with 51263 cages. Kuslaik then discussed H2S hydrate growth, in that H2S is quite miscible in water, and this affords the ready formation of three-phase systems (hydrate with two separate liquid phases). Hydrate growth at silica surfaces was also discussed briefly.

Mark Rodger presented a stimulating discussion of his group’s work on nucleation, focussing on the development of order parameters and population distributions of clusters, and on how PVP and PVCap could either seemingly inhibit or promote hydrate formation. The difficulties of distinguishing between causal or correlated nucleation events was discussed, as was the difficulties in establishing links between molecular-scale insights and macroscopic experiments. 

Report on Selected Discussions
Niall English discussed the work by himself and John Tse on attempting to understand mechanisms of thermal conduction in several methane hydrate polymorphs. He outlined how the rattling motion of methane molecules in sI serves to introduce a crystal-like temperature dependence of the thermal conductivity at low temperatures (around 100 K and below), while the greater extent of energy dissipation by the methane molecules at higher temperature leads to less efficient heat conduction, and more of an amorphous-like temperature dependence (in general accord with Alexander Krivchikov’s measurements). English also discussed how higher-pressure sII and SH polymorphs exhibit a different temperature dependence, given different cage structures (and multiple occupancy in sH).
Ana Cameirao discussed the phase diagram prediction approaches and software developed by her group in Saint Etienne, and on the use made of classical statistical thermodynamics models in these efforts. Particular examples of fitting of these models from CO2-N2 and CO2-CH4 mixed hydrate experimental data were described.
Vladimir Belosludov described the use of simulation in the construction of phase diagrams for mixed and pure hydrogen hydrates. Here, the chemical potentials are found using pairwise potentials and a statistical thermodynamic model. It was found that the addition of propane reduces the hydrogen formation pressure, and that the presence of methane in mixed hydrogen hydrates is effective in stabilising hydrogen in sI/sII hyrates. In the discussion, it was remarked that quantum effects are not that significant on affecting thermodynamic properties in hydrogen hydrate.

Baron Peters detailed his transition path sampling approaches to estimation of methane diffusivity in methane hydrate, in terms of cage-swapping. He also mentioned recent direct estimates of MSD by a Zhou et al which appear to suggest a dramtically higher diffusivity, but the validity of the approach here was called into question. In the discussion that followed, Baron Peters and Peter Kusalik highlighted the difficulties in locating ‘missing’ water molecules which could serve to promote the diffusion of guests from cage to cage. The difficulties in performing TPS simulations for CH4 swapping by CO2 were also discussed briefly afterwards.
Brian Anderson outlined his group’s wide-ranging efforts across molecular- and reservoir-level simulation of hydrates, along with economic aspects. He described potential fitting from ab initio potential energy surfaces, and subsequent lattice thermal expansion and lattice strain effects. Anderson outlined how polymer molecules on the hydrate surface can inhibit growth via calculation of binding free energies, and on how CO2 could dissociate readily from the hydrate into (under-)saturated liquid water, especially due to the use of a Harris-Young potential for CO2.
Maria Conde described the development of improved water models, notably TIP4PQ/2005 for improved accuracy in ice simulation. To account for low-temperature effects (below around 150 K), path-integral simulation in conjunction with TIP4PQ/2005 is recommended, and was validated in the case of improved density estimation. Phase coexistence simulations were undertaken for empty sI, sII and sH hydrates. These improved water models are now being used to simulate hydrate formation.
To What Extent were the Goals of the Workshop Achieved (Strong/Weak Points)?

In terms of promotion of general discussion of challenges across many aspects of hydrate simulation, and of exchange of ideas, the workshop was successful; much emphasis was placed on general discussion within the timetable of the meeting. Discussions of the challenges in simulations of hydrate formation and kinetics were key in this respect. The change in ordering upon the addition of antifreeze proteins was discussed, and Peter Kusalik mentioned some work in his group on water ordering and hydrate formation on silica surfaces. In particular, the high levels of guest supersaturation in water solutions and heavy undercoolings were identified as particular challenges, and that simulated events are so far from experimental timescales that it is difficult to see the qualitative mechanism gleaned therefrom as being of direct relevance to experimental measurements. Matt Walsh also indicated that aimless shooting was being pursued as a possible avenue of research in his group, but that the likely computational demands may well be too high at present. The necessity of long (millisecond!) timescales were discussed to model hydrate formation more realistically. Challenges in equilibrium modelling were also discussed. The variety of water models in use means that there is sometimes uncertainty over where phase co-existence is, and this depends to some extent on the model chosen for the guest. The systematic study of equilibrium and dynamic properties of defective hydrates with varying occupancy, to better mimic more real samples, is a further goal and challenge. Challenges of accounting for quantum effects at low-temperature were also discussed. 
In terms of weak points, the attendance was not as high as could be hoped, owing to the volcanic ash cloud disrupting travel for some intending attendees. This was beyond the control of the organisers, however.

Suggestions for Future Workshops/Tutorials/Conferences:

The rapid developments in hydrate simulation in the past 5-10 years, and the success of this workshop despite lower attendance than desired, has made future similar dedicated workshops or conferences on hydrate simulation a desirable development. In terms of future meetings, there was a general feeling amongst attendees that a relatively informal structure of meeting/workshop is best, focussing on discussion of individual presentations and posters, with perhaps a quarter of the time dedicated to general discussions of challenges in hydrate simulation (and how it relates to experiment). In terms of scientific trends, discussions of hydrate nucleation, formation, inhibition and polymorphism are key, together with the application of transition-state or metadynamics approaches to contribute to these challenging problems. 
