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Exploiting Available Knowledge at Tx

e In MIMO/MISO system channel knowledge at Tx (CSI-Tx) can be used for
— Improving Capacity / Rate
— Reducing BER / Enhancing Diversity
— SNR
e Tools we have include
— ST Coding
— Power Control / Adaptive Modulation

7 We assume perfect CSI-Rx.

Sources of Channel Error at Tx

N N
—hyer
Tx
Vv he— 7
nw m_“ time ﬁ. m“ frequency
&”w\|ﬁ %&”‘Nw|‘ww

e Using reciprociry in duplexed systems we need

TDD : ¢; << T, (Coherence Time)
FDD : §; << B. (Coherence BW)

e Feedback from Rx
%E.@ < Mﬁc

where §;,4 in the delay in feedback loop.
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Problem Taxonomy

Nat ure

Per f or mance of
Criterion Channel
Know edge

- I nstantaneous
- Statistical
- Paranetric/ Sel ection

I nstant aneous Capacity
Ergodi ¢ Capacity
Error Rate

SNR

Si gnal
&
Recei ver

Power
Constraints

- Aanmouti, SM

- M, MEE,

Channel Model - Sum Power
- Per Antenna

- Average or Peak

- Tinme Selective
- Frequency Selective

Stanford University Exploiting Channel Knowledge at the Tx in MISO and MIMO Wireless

=

Page 5

ST Coding Using Available CSI-Tx

e General Structure

Transmitter Channel Receiver

i
!
@-------

Outer ST Decode Hv
Encoder Coding H H
X H I's [ N4
[} I
Available csl !
Y=HS+N

The core problem is to design S(Codeword) to maximize same

performance criterion using the available CSI-Tx.

e Different approaches are possible.
S = WX (W : Linear Pre-filter (e.g. Beamforming))
S € {w(X) | More general map} (e.g. Alamouti)

e We choose W or w(-) based on channel knowledge.
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MIMO Wireless Channel

s, N Sw
i My Rx
— wm % \f e
Sy N4 ;r
e Signal Model :
y=Hs+n
e Capacity :
C= : log, det (I + = HRyH" (bps/Hz)
T Ry Tr(gn 02 M Ty, e Pt
e BER(PEP) :

) ) 1
P(S® _, 8y <
A v - &mme?N + %‘Wﬁ@ﬁ%%iﬁinﬁl%v

J

Stanford University Exploiting Channel Knowledge at the Tx in MISO and MIMO Wireless

e Introduction

» Perfect CSI-Tx
— Perfect CSI-Tx : MIMO
— Perfect CSI-Tx : MISO

e Models for Incomplete CSI
e Exploiting Instaneous-CSI
e Exploiting Correlation-CSI
e Exploiting Parametric/Selection-CSI

e Summary
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Perfect CSI-Tx : MIMO

Transmitter Channel Receiver

[} [}
5 s ! ! ¥ y
] ]
",
5, —— -5
",
SN - Y, S
: T
5, A J& .
_ E O
vi = VNS, i=1,2,- 7
1 My .

» Channel decouples into independent SISO channels.

Stanford University Exploiting Channel Knowledge at the Tx in MISO and MIMO Wireless

Perfect CSI-Tx : MIMO -(ctd)

e Capacity given H :

rank(H) P
C= max log. G + Nv where v; = E{]si|?
I ST (RS- ( i)
M N
QmEHAt\H‘ov , i=1, ---, rank(H)
i B )4

rank(H)
> =My
i=1

» Optimal power allocation(special water pouring) maximizes capacity.

Unused modes

/
Used modes
yoRt vor
opt 2
vy Mo | M Ne
No | TE_,
B M, No Eo
M, N E. X
o s 3
My No E_ 7
E. %,

Page 9

Page 10



Administrator
5


Stanford University

Exploiting Channel Knowledge at the Tx in MISO and MIMO Wireless

Perfect CSI-Tx : MISO

y=hwz+n

e Capacity given H :

P Hy H
=1 1 h h
C omA +§\H WW v

. . . . H
» Capacity is maximized when w = ?

» Capacity increases by log(Mr) at high SNR.

Stanford University Exploiting Channel Knowledge at the Tx in MISO and MIMO Wireless
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e Introduction

e Perfect CSI-Tx

» Models for Incomplete CSI

e Exploiting Instaneous-CSI

e Exploiting Correlation-CSI

e Exploiting Parametric/Selection-CSI

e Summary
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Incomplete CSI : Instaneous-CSI

We are given H modeled as
H=H+e ,._a

H~ N(H, ol)

Perfect Estimate : o = 0

No Estimate :H=0
Quality Factor

|[#*

«Q

p=

Other error models are possible.

Stanford University Exploiting Channel Knowledge at the Tx in MISO and MIMO Wireless

Incomplete CSI : Instaneous-CSI -(ctd)

e Simplified model for correlated channels
H=R’H,R; e
If R = &{vec(H)vec(H)?}

vec(f)
then R=R;®R,

e Example with Tx correlation e
1
H=H, R} R,=]I)
e Channel information known is R; only.

R, = EAE” =) \eie/
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Incomplete CSI : Parametric/Selection-CSI

(A) In Ricean channel, H can be modeled as

K - 1
H= H H
/\Tlm +/\H+N «

» Channel information available is K.

(B) Demmel Condition Number of channel matrix = x Azm = FE:WV

» Only ~ is known about the channel.

Stanford University Exploiting Channel Knowledge at the Tx in MISO and MIMO Wireless
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e Introduction

e Perfect CSI-Tx

e Models for Incomplete CSI

» Exploiting Instaneous-CSI
— Exploiting Instaneous CSI : Beamforming vs Alamouti
— Exploiting Instaneous CSI : Optimality of Beamforming

e Exploiting Correlation-CSI

e Exploiting Parametric/Selection-CSI

e Summary
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Exploiting Instaneous CSI : Beamforming vs Alamouti

Tx

N w a

being known.

2

e Find S to minimize PEP based on p =

@

e For p=0,
T o
S = (i.e. Standard Alamouti Coding)
T g
For p = oo,
S = ﬁ /\m,_ﬂ_w To — w:wﬂw&w g (i.e. MRC Beamforming)
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Exploiting Instaneous CSI : Optimality of Beamforming

Tx

M "
-5 L

e When does w = h* (Beamforming) achieve capacity ?

15 T T T T T T T T

1.4f
Beamforming

Optimal

Beamforming
NOT optimal

1 2 3 4 5 6 7 8 9 10
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e Introduction

e Perfect CSI-Tx

e Models for Incomplete CSI
e Exploiting Instaneous-CSI

» Exploiting Correlation-CSI
— Exploiting Correlation-CSI : Maximum Rate
— Exploiting Correlation-CSI : Minimum Error Rate

e Exploiting Parametric/Selection-CSI

e Summary

Stanford University
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Exploiting Correlation-CSI : Maximum Rate

1/2

We assume H = H,R,;’” where R; is known.

Rate optimization is possible only in a statistical sense.

Ergodic capacity assuming S = WX and Rxx =1

C= max &E{log,det (I,
Wit A 82 A

Optimum Pre-filter
geﬁ» _ 0
— Qg, : eigenvector matrix of Ry (i.e.,

— Ay : diagonal power allocation matr

+hr<<<<m1m¢
] 77

W

R; = Qr,Ar,Qf))
x with Tr(Aw) =M
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Exploiting Correlation-CSI : Maximum Rate -(ctd)

e For maximum rate, we should transmit along the eigenvectors of Ry

e Finding A, (=optimal power allocation matrix) in a closed form is an open
problem.

e Attempts to characterize the solution
— Using dominant eigenmode of H if rank of Ry is one

— “Stochastic waterpouring” on the weighted eigenmodes of Ry instead of
eigenmodes of H

Stanford University

Exploiting Channel Knowledge at the Tx in MISO and MIMO Wireless

Ergodic Capacity (bps/Hz)

Page 21

Exploiting Correlation-CSI : Simulation Results

T T T

—S— Stochastic Water Pouring

—5— Unknown Channel
Optimal Water Pouring with Channel Knowledge

2 i i i i i i i i i

5
SNR (dB)

Comparison of ergodic capacity (4x4 channel)

1 0.9 081 0.729
0.9 1 09 081
R, =
081 09 1 0.9
0.720 0.81 0.9 1

10
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Exploiting Correlation-CSI : Minimum Error Rate

e We assume H = ES_WM /2 Where R; is known.
| Es [ Es 1
y= >&mm+bH >\~msmm€x+5

Es )
yiy2 - -yr] = @msmmﬁ\ [x1 %2 - X7|+n
N——— ——
Y X0

1 2
P(X® — XD|H,) < ¢~ IHRE WEG ;|

e We optimize the Average Pairwise Error Probability (PEP) given by

M

_ _ 1
P(X® - Xy <
( =\ Gy T LB WIR,WE, )

where E; ; = S®) — SU) (Mg x T) is an error between two codewords.

Stanford University Exploiting Channel Knowledge at the Tx in MISO and MIMO Wireless
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Exploiting Correlation-CSI : Minimum Error Rate -(ctd)

e A is a diagonal matrix whose diagonal elements can be computed using
waterpouring.

M

>§n.. ? n>sw> >:v
v T Wiy W + A (WA As,

e The optimal pre-filter WP satisfies

1
W = Qr, AL, QE, ,

» For OSTBC with H:wa =d?. Iy

min
1
opt _ 2
/)\QMMJWQ - @wu ><<A0ﬁ$

which implies that we can signal on the modes of R;.

Page 24
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Exploiting Correlation-CSI : Simulation Results %

e Introduction

e Perfect CSI-Tx
e Models for Incomplete CSI

Symbol Eror Rete
57

o Exploiting Instaneous-CSI

e Exploiting Correlation-CSI

107 | L i L H i

° : . © enmam z : » Exploiting Parametric/Selection-CSI
Precoding for Alamouti coding with R; improves performance. (2x2 channel) — Selection-CSI : SM vs Alamouti OOQHDW
1 05 — Selection-CSI : Tx Antenna Selection
R, =
05 1 e Summary
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Selection-CSI : SM vs Alamouti Coding (AC)

SM

Coding Y NN
{ A
T i ) Rx =
Coding -
e -

e Keeping transmission rate same, we wish to choose between SM and AC.

7

to minimize PEP.

o We choose between S; or Sz based on k < 7.

si=1| " M), s.=|" T | (a0

xr1 T3 x1 i

2
e We can show that Demmel condition number of channel (x* = i1 _mv can be used

Symbol error rate

Selection-CSI : Simulation Results

10°
—©- MIMO Diversity
10* —=— Spatial multiplexing
—&— Optimal ion
10°
0 2 4 6 8 10 12 14 16 18 20

SNR (dB)

Comparison of switched (SM,AC) transmission with fixed AC and SM (2 x 2 channel)
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Selection-CSI : Tx Antenna Selection

RF Chain

RF Chain

e System with My transmit antennas and P transmit RF chains

e A total of A&w_v distinct choices which we index using i.

e Maximum Information Rate

— Our objective is to maximize

n m
‘l _ AH ‘ms mmm. uv
Q WEM omw &oﬁ§+ Hw g

with Tr(Rss) = P and where Rgs (P X P) is covariance matrix

Stanford University Exploiting Channel Knowledge at the Tx in MISO and MIMO Wireless

Selection-CSI : Minimum SER with Alamouti Coding

e We assume an OSTBC transmission over the Mg x P link.

The received SNR 7

n= $IHI

e The P columns of H that maximizes

;||% are the optimal antenna subset.

e It can be shown that

P 2 opt 4 P
—_||H > port >
SIHE = g > £

[ 5

This shows that selection provides the same diversity order MpMp

Page 29
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Antenna Selection Performance

Ergodic capacity(bps/Hz)

AN W A GO N D O

1 o

Ergodic Capacity with transmit antenna selection as a function of selected antennas, P and SNR,

Mp =4

Stanford University

Exploiting Channel Knowledge at the Tx in MISO and MIMO Wireless

>
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Introduction

Perfect CSI-Tx

Models for Incomplete CSI
Exploiting Instaneous-CSI
Exploiting Correlation-CSI
Exploiting Parametric/Selection-CSI

Summary

— Capacity with Instantaneous-CSI

— Capacity with Transmit Correlation-CSI
— Problem Taxonomy

— Summary
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Summary : Capacity with Instantaneous-CSI

At high SNR and large number of antennas

p =0 . max &ty M
(full CSI) min{ My, M} - szo + _ONA‘EEMR,RW z
p=0 .
(no CSI) min{M;, M,.} - T‘mHmo + meﬁo, _omﬁﬁwvz

Stanford University Exploiting Channel Knowledge at the Tx in MISO and MIMO Wireless
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Summary : Capacity with Transmit Correlation-CSI

At high SNR and large number of transmit antennas

QZEOHQ? Tm_mo + waﬁo, _omAN,Miv : + Msu _omC:.v
s.HH

where r = min{M,., k} and k = effective rank(Ry), k < M.

Correlation MISO MIMO
m\ =1 szANSS Eﬁv
. C
(iid.) S180 X T‘wao + Bmxﬁog _omA$ﬁV :
R, = qq®
- Cs150 +108(Amax) | Csiso +10g(Amax) + log(M;.)
(rank 1)
Page 34
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Available CSI-Tx Steers Energy in Preferred Directions

: No prefered direction
Encoder | :

el, e2 are

prefered directions | E"coder

Problem Taxonomy

Per f or mance
Criterion

Know edge

- I nstantaneous
- Statistical
- Paranetric/ Sel ection

- I nstantaneous Capacity
- Ergodic Capacity
- Error Rate

- SNR

Power
Constraints

Si gnal
&

Recei ver

- Alanouti,
- M., MVBE,

SM

Channel Model - Sum Power
- Per Antenna

- Average or Peak

- Time Selective
- Frequency Sel ective

Page 35
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Time and Frequency Selective Fading

e Time Selective Fading
— Is capapcity helped by space-time water pouring 7
— Is BER helped by power control ?
e Frequency Selective Fading
— Is capacity helped by space-frequency water pouring ?

— Role of space-frequency coding or BER 7

Stanford University Exploiting Channel Knowledge at the Tx in MISO and MIMO Wireless
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e In MISO and MIMO wireless any CSI-Tx can improve performance.
e Practical systems usually have some CSI-Tx.

e Important research area for emerging wireless systems with many open

questions.

Page 38
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Motivation

Smart Antenna Enhancements to IEEE 802.11 Systems
Problems with Conventional Beamforming in CSMA Systems
Complementary Beamforming (CBF)

Analysis of CBF for Silent and Intended Users

Examples
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Directional Signals

Theoretically, using directional signals (beams), it is possible to
increase the range or capacity of any wireless link without
changing the air-interface or even increasing the transmit

power.

This is done by focusing the energy in the direction of desired
receivers (nodes) using antenna arrays and beamforming
networks.

As a result, there has been great interest in using directional

signals to improve the performance of wireless systems.

In fact, most commercial mobile radio networks employ

sectorization which is a simple form of directional signal

transmission. \

Division of Engineering and Applied Sciences—Harvard University

j

Directional Signals

In most wireless networks, data-bearing signals are intended to
travel between two nodes; typically a central node and a
portable or mobile node.

In such networks, it is inefficient to transmit a signal in all

directions.

The energy in all directions except in the direction of the
desired node is wasted.

This waste in energy limits the performance of most
commercial wireless networks.

— Directional signals can make a big difference in the efficiency

and performance of wireless networks. \
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IEEE 802.11 - j

The 54 Mbit/sec mode of the 802.11a standard has a range of
only a few meters in typical deployment scenarios with
omnidirectional antennas (From AT&T-Harvard Measurements
and Models).

Using directional signals, the range (or signal quality) can be
significantly increased.

Moreover, if scheduled correctly, directional signals reduce the
overall interference in the network.

This is becoming increasingly important, as at present time we
are witnessing a ” Wi-Fi revolution”.

Some anticipate that the widespread deployment of Wi-Fi will
change the entire wireless landscape in few years. \

Division of Engineering and Applied Sciences—Harvard University

-~

N

j

It is forecasted that there will be an abundance of data hungry

users in hot spots.

WLAN providers will have to seek devices with increased
throughputs and ranges.

This has motivated a body of industrial and academic research
activities.

The beamforming solution is practical since the channels of
nomadic users of 802.11 change very slowly so beamforming
(using channel information at the transmitter side) is possible.

/
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IEEE 802.11 and Beamforming

Unfortunately, however, most commercial wireless random
access networks including 802.11 rely on channel sensing for
their access mechanism.

For instance, the 802.11 standards use Carrier Sense Multiple
Access (CSMA) which is a listen-before-talk scheme.

Beamforming has the side-effect of hiding the transmitted
signal from some nodes in the network.

We have referred to this phenomenon the hidden beam problem.

/

Division of Engineering and Applied Sciences—Harvard University

j

IEEE 802.11 and Beamforming

Typically, a given node listens for energy from other nodes in
the network.

If it cannot detect the presence of other transmissions, it
attempts to gain access to the medium.

If not addressed, the hidden beam problem can cause
unnecessary transmissions and back-offs which negatively
impact the performance of the network.

In other words, in channel sensing networks, every transmission
carries some useful information for all the nodes in the network.
The transmitted signal carries data to its target node, and also
informs the rest of the nodes in the network not to transmit.

Therefore, beamforming can potentially destroy some valuable
information intended for some nodes. \
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e Consider a scenario where there are m = 2 transmit antennas

j

and k£ = 1 intended users.
e Let the channel matrix to the desired user be given by (a, 3).

e A conventional beamformer then induces weights

(0%
VialP 18P
__5
Vial? +18P

wy =

Wy =

at the transmitter.

e If ¢y is the intended transmit signal at time 1 for user 1, then
wicy and wycey are transmitted signals from antennas 1 and 2

/ respectively. \

Division of Engineering and Applied Sciences—Harvard University

~ ~

e The intended user receives the signal
ry = awicy + Pwacy +ny = /\_Q_m + |B|%e1 + na,
where n; is the noise.

e The signal to noise power ratio of the desired user improves by
a factor of 10log;,(|a|? + |B|2) dB.

N /

10
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\

e Let an unintended user have channel matrix (—23, @).

e Then the signal at this unintended user is given by
y1 = —Pwicy + awaer +m =,

where 7, is the noise vector and the unintended user receives

no signal.

e — With conventional beamforming some users may have low

signal components.

e This can cause a problem in a CSMA system.

N

/

Division of Engineering and Applied Sciences—Harvard University

-~

N

j

IEEE 802.11 and Beamforming

e Fortunately, in practice, directional signals are not “pencil
beams”. They generally have a main lobe whose width is
constrained by the antenna structure, and sidelobes whose
levels vary in different directions.

e Nevertheless, these beams may have deep nulls in some
directions. In these directions, the network will suffer from the
hidden beam problem.

e For these networks to operate efficiently, we would like
— the desired (active) nodes to have sufficient signal to
interference and noise ratio (SINR) to decode the data and
— at the same time for the rest of the nodes (passive nodes) to
receive sufficient energy to refrain from transmission. \

12
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e In an ideal scenario, we would like to

Complementary Beamforming

— establish simultaneous spatial links to active nodes using
Space Division Multiple Access (SDMA) and

— a broadcast link to the rest of the nodes in the network
(passive nodes). The broadcast link would carry control
information for all the passive nodes in the network and
must not interfere with the data bearing beam.

e The concept of transmitting data in one or more simultaneous
beams combined with a broadcast signal (whether a
non-data-bearing energy signal or an actual data-bearing
signal) to all other directions (herein referred to by the
Complementary Region) is what we have termed

/ complementary beamforming. \

13
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j

Complementary Beamforming

Clearly, the detection of busy period is easier than decoding of
transmitted packet.

This is built in the IEEE 802.11 WLAN standards.

Each device listens to the channel during some time window
and compares the energy collected in this window to a CCA
(Clear Channel Assessment) threshold.

Detect activity: if the collected energy > the CCA threshold.

The CCA threshold is vendor dependent but the IEEE
standard in all cases forces much lower SINR for channel
activity detection than that needed for decoding.

The complementary beam needs to be some orders of

magnitude less powerful than the data bearing signal. \

14
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For any vector X, we let X7 and X respectively denote the
transpose and Hermitian of X.

For any matrix D, we let Wp denote the vector space spanned
by the columns of D.

Let the channel from transmit antenna [ to the intended user j
be given by oy ;.
sy am )T We

refer to the vector A; as the spatial signature of user j.

Let A; denote the column vector (o j, as,j,

Let A denote the matrix whose j-th column is A;.

/

15
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Let R* = (ri,r%,---,rt) and X' = (z},2%,-

denote the vector of received signals at intended users

-, at ) respectively

j=1,2,---,k and the vector of signals transmitted from
antennas 1,2, -, m at time ¢.
Let C* = (cf,c5, -+, ¢), where ¢! is the signal intended to the

7 =1,2,--- k desired user at time t¢.

For any square matrix A, let Tr(A) denotes the trace (sum of
diagonal elements of A).

Let N* = (nt, n},-
time ¢ at the intended users.

--,nt ) be the noise vector components at

/

16
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Beamforming Matrix

Then
R' = X'A+ N?,
Noise components are assumed to be i.i.d. Gaussian.

No assumptions on the statistics of the matrix A.

The signals ¢}, j =1,2,---,k, t =1,2,---, L are elements of a

signal constellation with average signal E[ct] = 0.

The elements of the signal constellation are normalized so that

their average power is Ef|ct|?] = 1.

In general Xt = C*B where B is referred to as the beamforming

matrix.

/

17
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-~

N

e Then for a psuedo-inverse beamformer
B (AT A)~1AH
VT (ATA) 1)
and

e We present our technique for the psuedo-inverse beamformer
here. Generalization to the maximum SINR case is obvious.

o We assume that the spatial signature matrix A is constant
during the transmission of a packet.

18
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Complementary Beamforming

We seek a beam pattern such that the complementary beam
does not interfere with the main beam (data-bearing signal).

We first observe that the data bearing signal passes through the
channel matrix A. Thus any perturbation in the transmitted
signal vector X that lies in the nullspace (subspace orthogonal
complement to the column space) of A, causes no interference
to the received signal at the desired node.

The converse is also true.

Thus the entire complementary beam must be produced in the
nullspace.

To construct an omni-directional beam in complementary
domain, these perturbations must be induced such that every

dimension is ”covered” in the same manner. \

j

19
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Complementary Beamforming

e let W4 denote the vector space spanned by the columns of A.

e The subspace W4 is a k-dimensional subspace of the complex
m-~dimensional complex space

e Let W3 be the orthogonal complement of W4. W3 has
dimension m — k.

e Let Uy,Uq, - ,Up_r_1 form an orthonormal basis for S\\._,..

e In other words, Uy, Uy, - -, Uyp—k—1 are mutually orthogonal
m-dimensional column vectors of length one in W3

e Clearly, mexrﬂomﬁom@.MSIwIHQEQHM&M\@.

20
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\ Complementary Beamforming j

e The transmitter constructs matrices Z1, Zs, -+, Z1,, where L is

the length of down-link transmission period, such that:

— A: Forall 1 <i < L, the matrix Z; is a k X m matrix whose
rows are in the set {0, U, +UH ... U2 1},

— B: If L is even, then Zy = —Z1,
Zy=—2Z3,- 21 = —Z1_1,

— C: If L is odd, then Zy, = —Zj,
Zy=—Z3, -, 4,1 =—Z1_9, Z1, =0, and

— D: Each element

+Q«%v |Q<o~.~v anHm“ - Hm“ ) ATQMMI\@IT |Q«MI»IH

appears p times in the the list of Lk rows of Z1, Zs,--+, Zp,
for some positive integer p. \

Division of Engineering and Applied Sciences—Harvard University

j

Complementary Beamforming

The construction of these matrices are easy and can be done in
various ways. An straightforward construction is:

For instance for even L, if we let p = |Lk/2(m — k)|, then we
can assign Q%ﬁ j=0,1,---,(m—k — 1) in sequential manner
to the first p available columns of Z1, Z3, - - - and replace the
remaining columns with zeroes. We then let 7o = — 77,
Zy=—2Z3,, 4 =—Z11

For odd L, we construct the L — 1 matrices Zy, Zg,- -+, Z_1 as
above and let Z; = 0.
In both cases, we can guarantee that

Lk k(L — H: )

stm—1) =P = L

/
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Complementary Beamforming

e Once Zq,Zs, -+, Zy, are constructed, at each time ¢, the
transmitter chooses the beamforming matrix

St = [((A" A) 145\ [Tr((A% 4) 1) + %&Lu 3)

where € > 0 is a fixed positive number.

e The choice of € > 0 governs the trade-off between the power
pointed to the intended users and that pointed to unintended

users.

e For € = 0, we recover the conventional beamforming —
Complementary beamforming generalizes and includes
conventional beamforming as a special case.

/
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Analysis of CBF

Intended Users

j

e Result: Complementary beamforming to intended users has a

loss of 101logyo(1 + |€|>) dB when compared to the conventional

method.

/
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\ Analysis of CBF j \ Analysis of CBF

e Clearly Z;A=0forallt =1,2,---, L. The receive word for Ideas Involved In The Proof
intended users is

Rt = C'S'A + Nt = o + N, e From Property D, we have
VIT((AHA)™T) L
which is the same as that of conventional beamforming. MHiNﬁNWV = 2p(m — k),
t=1
e In the case of complementary beamforming, by the matrix thus
equality .
S Tr(SeSH) 2p(m — k)
Tr [(Y + W)Y + W)H] + Tr [(Y = W)Y — W)H] = S =1 T e
2Tr(YYH) 4+ 2Tr(WWH), o But
and Properties B and D the average transmitted power is 2p(m — k) <1

S TS _ | S TrZad)

/ 7 =1 Tk _m_w. \ / and the result follows.
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CBF': Silent Users

e Result: Let Apin (A7 A) and A\pax (AT A) respectively denote
the minimum and maximum eigenvalues of A7 A. Then
provided that

le]* <

complementary beamforming guarantees a fraction

" 1Bl . .
_ME of the transmitted power to an unintended

le]* =%

receiver whose spatial signature is B = (b1, b2, -+, bp,).

27
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\
Proof

e The columns of matrix A and the vectors Uy, Uy, -

span the complex m-dimensional space. Thus we can write

B=e A+ +erAr +doUp + - -+ dp—k—1Umn—k—1,

for some constants ey, ez, -+, ex and dy,dg, -+, dp_k-
e Computing BY B, we arrive at
m m—k—1
2 _ (H H H\ AH p(,H _H H\H
M bil" = (1", €3, ex JAT Aler ey, -+ e )7 +
j=1 7=0

N

j

o Um—k—1

28
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CBF': Silent Users

e At time ¢, the unintended receiver now receives
y'=X'B+nt =C'S'B+ 1t
e By replacing for S* and B from the above and observing that
(AFA)TAR A =65,
ARU; =0
Nﬁ\r = Ou
we arrive at the conclusion that
H H )

m~m _ A@H vmm v...gmw a l_l MSMNTH&qu
- 77 A AN TN ) J°
VIN@ATH ) Vi =

j

/
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CBF': Silent Users

e We next compute the average expected receive signal power

_ YL Bl Yo, Tr(S'BBH(SHH)
L L )

wﬁ\c

e However, since Zyy = —Zg9;_1 for 1 =1,2,---, fwg is assumed,

we arrive at

H%AMMNWQEAMMNVE + MMNIHWWEA%EIHVEV

7m_w m—k—1
%

=0

j

2y e
o Tr((AHA)-1)

M \d;|? [Tr(Za—U;UR ZE ) + Tr(ZU; U Z1)|

/
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e Using the above, we arrive at

where K (L) =2|L/2|/L.

CBF': Silent Users

j

|d; _NM? (ZU; Uz,
t=1

e The sum MHWHH Tr(ZU;UJ' Z{) is exactly equal to the number

of times that +U; appears in the list of the rows of

NTNM,.

e Thus

, Z1,. By Property D this amounts to 2p.

—k—

M |d; .

Jj=0

/
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e Summarizing the above, we observe that

CBF': Silent Users

W@e|_m_m M_® _m QH ) €2 “...JQWVQAQWVQW,...QQWVEQ
where
2p K(L)I
G= 2 x»m\» — .
(G5 Tr((AF4)T)

e The matrix G is Hermitian, thus we conclude from the above

that

M% m k
S 12 2P 12 _ 2
Pyy > €| LL 2 13 mexAQVW_mw_

/ where A\pax(G) is the maximum eigenvalue of G.

j

/



Administrator
35


Division of Engineering and Applied Sciences—Harvard University

-~

e Clearly

CBF': Silent Users

K(L)
Tr((AHA)-1)’
e Next, we prove that Amax(G) < 0. Clearly
P

= Amin(A7A)’

thus using the conditions of the Theorem

_22p H
Mos(G) = |6l A (A7 4) -

Tr((A7A)”

j

1 o Amin(A74) e Amax (A7 4)
Tr((AFA)-1) = k = m—-k
which gives
2p 2p(m — k) 1 K(L)
2 ax (AT A) < <
e g Amax (AT A) < === S A S (A A

Y

33
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CBF': Silent Users

e We conclude from the above that Apax(G) < 0. This implies
that

2 b; |2
Pav 2 e 22 M_@ 2 > (e 22m Zizm b

e Using the above and the condition p > 7+ — 0.5, we can now

T 2
conclude that P, > |e _MM” | _

j
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e The condition p > 7* — 0.5 means that the transmitted packets

Comments and Discussions

must not be too short.

e The condition

le]? <

is a natural one, because when Apmin (A7 A)/Amax (A7 A) is
small. Then the matrix A” A is close to being singular. This
means that even the intended users, do not receive significant
signal powers

e In loaded systems, schedulers take care of this ssue and choose

/ the users for which the above ratio is larger than a threshold. \

35
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g B A

e We consider the case when there are m = 2 transmit antennas
and k£ = 1 intended receivers. Let € = 0.1.

e The above Theorems say that power of 20 dB below the
transmitted power is guaranteed to silent users. The loss to the
intended user is at most 0.044 dB.

e The beamforming matrices S; and S3 in this case are given by

1 B _

= 3AQI €, B + ea),
1 B _

= 3?1.%& —ea),

with Sg; 1 =851 and Soy =S for i =1,2,--, _.%;u with

S1

So

S = 33“9 when L is odd.

/
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Time Domain CBF

lllustration of CBF for 2 Tx and 1 Desired User
90

= Beam Pattern at Time 1
- - Beam Pat
—— Average Beam P:

180

210

270

37
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Time Domain CBF

of CBF With C 9. 2 Tx, 1 Desired User

— - Conventional
— CBF
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Time Domain CBF

lllustration of CBF for 2 Tx and 1 Desired User
90

= Beam Pattern at Time 1
— - Beam Pattern at Time 2
—— Average Beam Pattern (CBF)

39
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Time Domain CBF

¢ of CBF With C 9. 2 Tx, 1 Desired User

— - Conventional
— CBF
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40

Time Domain CBF Time Domain CBF

Complementary Superposition Beamforming, K=3, DOAs=40°, 100°, 140°

Subspace Complementary Beamforming, K=3, DOAS=40°, 100°, 140°
10 T T T T T T T T 10 T T T T T T T T
/ i
P30+ ! th B
Y ]
P40 +
[ ]
o
= ] i
P50 i i q
i 1
P60 i 11 q
b b
PIOF Y ] [ 4
[
Pgo| i Sum of each beam ] Sum of user 40° and 100° beam
i Complementary beam only — Beam of user 140°
h Total Beam — Total beam
PoO ! B
] ]
4 4
P100 . ! . 1 ! . ; P100 . . . . ; . ; ;
0 20 40 60 80 100 120 140 160 180 ) 20 40 60 80 100 120 140 160 180
DOA(deg)

DOA(deg)
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Network Issues

e Analysis show that the complexity of complementary

beamforming is approximately twice as much as that of the
conventional beamforming.

It has been observed via simulations that using complementary
beamforming significantly enhances the performance of a
heavily loaded smart antenna enhanced IEEE 802.11 system as
compared to the case when conventional beamforming is
employed. (Results will be presented in VTC Fall 2003)

/
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Sending Data Using The

Complementary Beam

In the above construction the complementary beam did not
carry any data information.

In some applications, it may be desirable to transmit lower
data rate control information to silent users.

The complementary beam can be used for this purpose as
described below.

Recall that in the above complementary beamforming
construction, p occurrences of Qw.m and p occurrences of IS@
existed in the LK rows of Z;,1=1,2,---,L

If we instead allow 2p occurrences of S.m with the sign \
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determined by a random bit stream, then for large L, we have
the same effect and we can send 2p coded bits using me .

e Thus, we can send 2p(m — k) coded bits in the complementary

direction.

e Other constellations apart from +1 can also be used as long as

they are symmetric about the origin.

45
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Sending Data Using The

Complementary Beam

Usually the bits send using complementary beam are heavily
coded.

These bits can be used to send control information.
They may not be completely random due to presence of coding.

This may lead to some fluctuations in the complementary
beam shape.

This technique and these possible fluctuations are reported in
another paper by Choi, Alamouti and Tarokh.

/
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Analog Complementary Beamforming

e The above techniques are all digital.

e It is possible to construct complementary beamforming

techniques in analog domain.

e This is reported in a paper by Alamouti, Choi and Tarokh.

N

j

47
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Conclusions -

Smart antennas are an appealing solution for increasing the
range and throughput of IEEE 802.11 systems because they are
backward compatible.

Combining smart antennas and CSMA produce a host of new
challenges.

An example of these problems is the hidden beam problem.

We proposed complementary beamforming to address this
problem.

The complementary beam can be used to carry low data rate

control information.

/
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SPWC2003,19~20th May 2003, IEE Conference Centre,
Savoy Place, UK

Broadband Mobile
Technology

Fumiyuki Adachi

Dept. of Electrical and Communications
Engineering, Tohoku University, Japan
adachi@ecei.tohoku.ac.jp
OUTLINE
» Evolving Cellular Systems
* Global Wireless System
» Giga-Wireless Technology
* Wireless access

« Virtual cellular network
2003/5/19 FA/Tohoku Univ.

Evolving Cellular Systems

# Our ultimate goal is to communicate any type of information with
anyone, at anytime, from anywhere. This is only possible with the

aid of wireless technology.
Wireless systems are now becoming an important infrastructure

of our society.

*

©
) Era
1=
o B 162G 3G
o =5 ~2.4kbps~64kbps ~2Mbps
2 =
3 Broadband
S wireless
1.
L @
n L
=)
>
2003/5/19 1980 1990 2000 2010 Ygabhoku Univ.
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Convergence of Wireless,
Computing and Internet

# Convergence of mobile wireless, computing and
Internet is on the way to offer the mobile users a
convenient access to the Internet from anywhere, at
anytime.

#“i-mode” type cellular phones @ Apr. 2003

= Cellular users: 76,314,600
= Users connected to Internet: 63,274,500 (83%)

= j-mode:37,758,000
e |

= Ezweb: 12,540,500
= J-sky:12,161,800

2003/5/19 FA/Tohoku Univ. 3

High Speed Mobile
Communications Technology

& 3G cellular systems are designed to offer
cellular users a significantly higher data-rates
services. Data rates available are
= indoor: 2Mbps
= pedestrian: 384kbps
= vehicular: 144kbps

% High-speed downlink packet access (HSDPA) of
8~10Mbps/5MHz is under development.

2003/5/19 FA/Tohoku Univ.
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Evolution of cellular systems

% It is quite difficult to predict which services will become
popular in the coming 10 years.

# However, it is no doubt that most of the services may contain
high resolution and shorter delay streaming video combined
with audio even in mobile communications networks.

1G 2G 3G 4G
Wireless | Analog Digital Digital Up to 1 Giga bit/s
Access
FDMA TDMA, DS- |DS-CDMA OFDM, CDMA
CDMA based access
Major Voice Voice Voice Broadband  rich
Services Internet Internet Internet
(text only) (text, images)
Core- Circuit- Circuit-and | Circuit-and Broadband IP-
network |switched |packet packet - | based
switched switched

2003/5/19 FA/Tohoku Univ.

5

Global Wireless System

# An important issue is how to offer both cellular and nomadic
users broadband wireless multimedia services, everywhere.

# Next generation wireless systems may not be based on a single
standard, but a global wireless system that consists of many
dedicated wireless systems inter-connected by broadband
Internet technology.

2003/5/19 FA/Tohoku Univ.
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« Global wireless system is to provide nationwide

coverage by using different wireless systems

= Hot spot areas with high multimedia traffic can be covered
by hot spot wireless access (wireless LAN type) of
100Mbps~1Gbps

= Relatively wide hot spot areas are covered by 4G cellular of
~100Mbps

= Other places can be covered by present 2G/3G cellular
systems

¥ Giga-wireless technology

= Common wireless technology is desirable for seamless
roaming between cellular and wireless LAN type systems

= Very high spectrum efficiency of 5~10 bps/Hz is required
for 1Gbps transmission over 100MHz bandwidth; multiple-
input multiple-output (MIMO) antenna systems will play an

important role
2003/5/19 FA/Tohoku Univ.
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Wireless Access Network
Closer to Wireless LAN

"

# The wireless part of 4G systems will become closer to a present
wireless LAN, but with wide area mobility management.

% Call control functions and distributed database for user

information will be inter-connected via all IP wireless access

network.

WNC: Wireless Network Control

n IP-based
core networ LR:  Location Register

e o o
2003/5/19 FA/Tohoku Univ.
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Giga-Wireless Technology

% Giga-wireless is one of the core technologies for
realization of global wireless system

1G

100M
i)

< 10M
1.

I 1M
a

100K

10K

wﬂmﬁ_osm_\v\_ nqwxi_.g:m_uz
Indoor Outdoor
Mobility
2003/5/19 FA/Tohoku Univ.

9

Wireless Propagation Channel

"

# Transmitted signal is reflected and diffracted by buildings
surrounding a mobile.

# The frequency response of the channel is not anymore constant

over the signal bandwidth, and results in a severe frequency

selective fading. The received _si spectrum can be

significantly distorted.

e

Transmitter Scatterers

Shadowing Multipath fading

2003/5/19 Distance dependent — - FA/Tohoku Univ. 10
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Frequency-Spatial Distribution
of Multipath Fading

% Challenge is to transmit data at high speed (close to 1 Gbps) with
high quality under such a severe doubly selective fading
environment.

(dB)

Gain

-20 2GHz
200ns

_u—.mQCQDOv\ ;\_INV FA/Tohoku Univ. 11

2003/5/19

Giga-Wireless Based on CDMA

# DS-CDMA: Time domain spreading
Spreading
code sequence

DS-CDMA

Data symbol signal
O O

# MC-CDMA: Frequency-domain spreading

Spreading
code sequence

MC-CDMA

Data symbol signal

4T Tm=-

2003/5/19 FA/Tohoku Univ. 12
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Packet Throughput vs. SF (no.
users = SF) for MC-CDMA

% The spreading factor is an important design parameter.

% Spread or non spread? Almost the same throughput can be
achieved with and without spreading. Similar results can be
obtained by using DS-CDMA.

1

Throughput (bits/sec/Hz)

04 —%—Ec/No=00B

—%—Ec/No=4dB

RCPT Type 11 HARQ —¥—Ec/No=8dB

using SP8. MC-CDMA 02 oo

using Nc=256 and BPSK. —¥—Ec/No=16dB

K=1024bits. L=16, ) , —%—Ee/No=20dB
fDT0=0.01 _ o "

2003/5/19 Spreading factor (SF) 13

Flexible Wireless Access

Either DS- or MC-CDMA can be used as a common wireless
technology for cellular and hot spot wireless systems.

# Use of orthogonal variable spreading factor (OVSF) codes
allows construction of spread and non-spread systems using
either DS- or MC-CDMA.

£

Wireless LAN type (SF=1)
ellular type (SP>1)

2003/5/19 FA/Tohoku Univ. 14
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« Cellular type (SPF>1)

= Real time and non-real time services with
relatively low data rate per user

¥ Wireless LAN type (SF=1) for hot spot areas

= Non-real time services with very high data rate
per user are provided by random TDMA system
with appropriate scheduling.

= An SF=1 system can be extended to a cellular
system with the aid of fast selection of transmit
cell and adaptive antenna array.

2003/5/19 FA/Tohoku Univ.

15

Virtual Cellular Network

% Links for 100Mbps~1Gbps becomes not only
interference-limited but also severely power limited

= Propagation loss is in proportion to “f?6 x
transmission rate.

# Peak transmission power for 100Mbps@5GHz is
about 135,000 times that of 8kbps@ 2GHz, e.g.,
1W --> 135kW. This cannot be allowed.

¥ Fundamental change in wireless access network
architecture is required that allows significant
reduction in mobile transmit powers

+ Cell size should be reduced by about 29 times (e.g.,
1,000m --> 34m cell).

= How to construct an efficient nano/pico cellular

system is an important technical issue.
2003/5/19 FA/Tohoku Univ.
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% Virtual cellular concept is suitable to non-real time IP packet
transfer, which obviously does not require transmit and receive
functions at the same base station.

% Virtual cell consisting of many distributed wireless ports

= Transmit and receive functions are not necessarily installed
at all wireless ports
= Receive-only ports in addition to receive and transmit ports

Network

control

station

2003/5/19 (a) Virtual cellular (b) Conventional gelllatniv. 17

Multi-hop Routing

Network

Network layer e ~ © PS

Wireless ports [ J

Virtual cellular 55.\.134/‘»\.
()

2003/5/19 FA/Tohoku Univ. 18
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% Total average transmit power per virtual cell can be
significantly reduced
1

=+ Reverse link MRC
= SC
—#- Forward link MRC
—h— SC

o
-

o
o
=

Total average transmit
power ratio (relative)

0 5 10 15 20

0.001

2003/5/19 Number K of wireless ports per virtual ggetonoku Univ.

19

Conclusion

¥ An important issue is how to offer both cellular and nomadic
users broadband multimedia services everywhere. A global
wireless system was suggested to offer broadband wireless
services to cellular and nomadic users
= Many dedicated wireless systems are efficiently
interconnected, including 2~4G cellular systems, wireless
LANSs, broadcasting systems, etc., each optimized to each
communications environment
¥ Common wireless technology of 100M~1Gbps capability
= 4G cellular of ~100Mbps and hot spot wireless access of
~1Gbps
= Software defined radio, MIMO systems
¥ Giga-wireless technology is a challenging research for the
coming 10 years

2003/5/19 FA/Tohoku Univ.
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1st International Workshop on
Signal Processing for Wireless Communications 2003
IEE's conference centre, Savoy Place, London
May 19-20, 2003

Soft-Spectrum Adaptation
for Ultra Wideband (UWB) Wireless

Ryuji Kohno
Professor,
Division of Physics, Electrical and Computer Engineering
Yokohama National University, Japan
Email: kohno@ynu.ac.jp
Director,
UWB Technology Institute
Communication Research Laboratory(CRL), Japan
Email: kohno@crl.go.jp
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Kohno
___ _.mcoqm:oa\

Ul rorosuie
Soft-Spectrum Adaptation

for Ultra Wideband (UWB) Wireless
Agenda

Principle of UWB Technologies

Research of UWB Technologies

Regulatory Activities for UWB Commercial
Systems

5. Soft-Spectrum Adaptation for UWB Wireless

AW N

2
SPWC2003 London, May 19, 2003



Administrator
55
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TV
AUDIO GAME

VIR el
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~ a7 & Vehicle-to

17@35 r.@ -Roadside.
- b .
\\\ / { = _.,,._., Inter-Vehicle

... - - ] -
‘ Communication ;
- SPWC2003 London, May 19, 2003
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Kohno

__ _ Laboratory n

1. 3rd Generation M obile Communication System (I M T-2000:

W-CDMA UMTYS)
2. Multimedia M obile Access Control Systems: (MMAC,

BRAN, U-NI1)
3. Wirelessl ocal Loop: WLL
4. WirelessLAN: Bluetooth, IEEE802.11a,b, 0)
5. Home RF (Wireless 1394, M obile | P, WPAN:IEEE802.15)

6. Digital Terrestrial TV Broadcasting System (DAB, DVB, DTV)
7. Intelligent Transport System (1 TS)

4
SPWC2003 London, May 19, 2003
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Kohno
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1. Spread Spectrum (COMA , Radar)

2. Adaptive Array Antenna (Smart Antenna, MM O)
3. Multi-Carrier Modulation(OFDIM)

4. Channel Coding(Turbo Coding and Decoding,
Space-Time Coding)

5. Wireless Protocol(WirelessATM, Wireless | P,
Wireless 1394, Wireless USB)

6. Software Radio (SDR: Software Defined Radio)
7. (UWB) Based on

5
SPWC2003 London, May 19, 2003
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: Equalization, Diversity, EC Code, Antenna, etc.

: Radar, Navigation, Roaming

: Environment and Circumstance Observation,
Sensor, Adaptive Control

| nformation of Charge, Protection of Privacy,
Countermeasur e

Driving Assist (handicapped) and Better QoS

. Improving S/1+N and User Capacity

. Adapting Environment and M ultimode Service

J Spread Spectrum
w %ﬁcémﬁmo::_pcm

\W
//- Array Antenna

& MIMO technique

SPWC2003 London, May 19, 2003
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Kohno

1| Laboratory me—AQ_\OCBQ O.q C/>\w _NAWBU E
Current Demands on Radio I)>  Higher Capacity and Better QoS

Systems %

Wideband Radio Systems
Wideband CDMA, SS, OFDM etc.

v

The wider bandwidth radio system, the better

performance will be obtained.

IS attractive because
¢ Low Interference to Coexisting Systems
¢ Very Small Power Consumption
< Ultra High Speed Data Trasmission.
¢ High Multipath Resolution

¢ One-chip Implemention : 7

SPWC2003 London, May 19, 2003
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n
O

Soft-Spectrum Adaptation

for Ultra Wideband (UWB) Wireless
Agenda

1. Trends of Wireless Communications

3. Research of UWB Technologies

4. Regulatory Activities for UWB Commercial
Systems

5. Soft-Spectrum Adaptation for UWB Wireless

8
SPWC2003 London, May 19, 2003
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What is UWB (Ultra Wideband)?

$1260ns tnsLIF

BPSK Signal with Sinusoidal ~ UwB Signal with Pulse Train
Carrier

IS defined
as aradio communication scheme using

Its spectrum is ultra-widely spread
9
SPWC2003 London, May 19, 2003
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Typical Pulse Waveform (duration = )
And Its Spectrum ( bandwidth = )

5]
0.3 o4 one . ] 1 1 3 q ™ "

Time (nano sec Frequency (GHz

Time Waveform of Frequecy Spectrum of
Gaussian Mono Cycle Pulse Gaussian Mono Cycle Pulse

10
SPWC2003 London, May 19, 2003
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Spectral Distribution

Conventional Limit of Radiated Noise
Narrowband system Power By FCC Partl15

-41.3dBm/MHz) \\

>

N

Transmitted Power(dBm/MHZz)

Spread Spectru

m
System L Ultra Wideband

(UWB) System

Frequency
e Ultra Wideband (GHz) is occupied by a pulse with ultra short
time duration (1nsec 100psec)

11
SPWC2003 London, May 19, 2003
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Typical Transmission of UWB Signa
with PPM and TH

Ommm of Umﬁ?o

mp-+n1
Mip+1no mp+n:z
mp+n:=

dmp+nre

Data M odulation: _uc_mm Positioning M odulation(PPM)
Multiple Access. CDMA based on Time Hopping(TH)
Both are Time-Domain Processing _ 2
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o Typical Transmission of UWB Signa
with PPM and TH

Ommm of Umﬁmup

—IMp+n1
—Mp+no —Mmp+nz
—Mmp+nsz

—4dmp-+nre

Data M odulation: _uc_mm Positioning M odulation(PPM)
Multiple Access. CDMA based on Time Hopping(TH)
Both are o)l 13
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Properties and Benefits of UWB

1. Power Spectrum Density is extremely low (lower than noise)

Possible to coexist with other systems dueto low

Interference ( High immunity to interference dueto large

effective processing gain)

2. Timeduration of apulseisextremey short ( afew nsec

Robust against multi-path distortion because of RAKE

High resolution ranging and positioning within afew cm

Possible to achieve both communication and ranging

3. Carrier free, and extremely low duty cycle operation

Possible to implement low cost and compact systems with

minimal RF, no mixer, and low power -consumption

4. Occupied frequency bandwidth is extremday wide GH )

Possible to achieve ultra-high capacity (many users) or

high speed transmission (over 100

_Ucm 14
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Potential Applications of UWB
e Wirelesscommunications
— High speed/low speed and user capacity:
— Short distance communication (e.g., a few km)
— Indoor wireless (e.g., WLANS, wireless tags, )
— Outdoor communications (e.g., WLL)

o . Intelligent Transport Systems

— Realization of both communication
and ranging with a single hardware

« Imaging and sensors
— Medical imaging
— Ground penetration

° mmOC_;_.HV\ MV\mﬁm_\jm Printer _UU>. Digital

— Intrusion detection and sensing Omgmﬂf
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(€l rorosis
Current Most important Applications of

Micro Wave Band UWB Systems

e |IEEE 802.15
(Altenative PHY))

— Transmission Data Speed: Over sevral 100Mb/s
— Communication Range: lessthan 10 meters

Wireless PAN Personal area network)
- (Intel)
- Datarate: 480Mbps (USB 2.0)

- Leading Chip Manufacture: XtremeSpectrum Inc. &
Time Domain Corp.

(Ref.) |EEE 802.15.1 Bluetooth 1 Mb/s
|EEE 802.15.3 WiMedea 20 Mb/s

16
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Problems of UWB

1. Design and M ass-Production of

2. Detection of Accurate Pulse waveform in Recalver
| nter-Pulse Symbol Interferencein the Presence of

—  Multipath
3. Multi-user Interferenceor Intra-system Interference

4. Inter-system I nterference with Co-existing Overlaid
Systems

5. Spectral Allocation for UWB Systemsto Avoid
Collision or Interference with Conventional Systems

17
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n
=

Soft-Spectrum Adaptation

for Ultra Wideband (UWB) Wireless
Agenda

1. Trends of Wireless Communications

2. Principle of UWB Technologies

4. Regulatory Activities for UWB Commercial
Systems
5. Soft-Spectrum Adaptation for UWB Wireless

18
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Research Issues & Results on Impulse

Radio/UWB In

1. Comparison between UWB and SS Systems

2. Multi-level or M-ary schemesfor | mprovement of UWB
Transmission Efficiency

3. Pulse Shaping and M ulti-pulse Shaping schemes for
| mprovement of UWB Transmission Efficiency

4. Multi-user Detection and | nterfer ence Cancellation
Technologiesfor | mprovement of UWB User Capacity

5. Space-Time Equalization Technologiesin the Presence of
Multipath Distortion

6. Space-Time Interference Cancellation Technologiesin the
Presence of Overlaid or Co-existing Conventional Systems

/. Joint Communicating and Randing Systems Based on UWB
8. Ultra Wideband Antenna for UWB

19
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H
I~

Soft-Spectrum Adaptation

for Ultra Wideband (UWB) Wireless
Agenda

1. Trends of Wireless Communications

2. Principle of UWB Technologies
3. Research of UWB Technologies

5. Soft-Spectrum Adaptation for UWB Wireless

20
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Regulatiory Activities on
Commercial UWB

In the USA, the FCC released the UWB regulations
on February 14, 2002 with strict guidelines on

~_ transmitting power.

In Japan, CRL established UWB technology Institute
to promote R&D and improve radio regulation for
commercial use of UWB.

21
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FCC First Report and Order

Order establishes different technical standards and
operating restrictions for three types of UWB devices
based on their potential to cause interference

1. Imaging Systems
2. Vehicular Radar Systems

3. Communication Systems

22
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UWB Emission Limit for
defined by the FCC Feb 14, 02 | ]
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UWB Emission Limit for
defined by the FCC Feb 14, 02 | ]

—— OQutdoor Limit
=== Part 15 Limit

UWE EIRFP Emission Level in dBm

Freguency in GHz
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UWB Emission Limit for
defined by the FCC Feb 14, 02 | ]

= { between 22.0 and 29.0 GHz
=== Part 15 Limit

10"
Frequency in GHz

25
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Regulation Activities on
Commercial UWB

In the USA, the FCC released the UWB regulations
on February 14, 2002 with strict guidelines on

~_ transmitting power.

In Japan, CRL established UWB technology Institute
to promote R&D and improve radio regulation for
commercial use of UWB.

26
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UWB Technology Institute in CRL

e AImM

1. of UWB Commercial Systemsand Its Related Technologies

2. to Industry by

e Date

May 1, 2002

e Place

(Communication Research Laboratory) (Yokosuka Research
Par k)

e Director
Ryuji Kohno

27
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Comparison of System Specification

Targeted UWB

5.2GHz Mobile

e L. Bluetooth License Free
Specification | System Bluetooth | /g o Access System in 60GHz
Data Rate Over 100Mbps | Up to 721kbps| 2Mbps Up to 4Mbps M_Mmmm_m:x
Communication
" ol Short range Lowrate High UO<<Q. ik Cact
DT dWiDdCK OO_)_MCBU_“_O_)_ ATy COst
Low Power Ad-Hoc Ad-Hoc q | h
Advantages . Indoor On Hi
< Consumption L ow Cost L ow Cost Y Tr m:m_m_mm.o:
Ad-Hoc Rate
Low Cost
High Speed
Ranging &
Positioning

http://www.ericsson.co.jp/products/bluetooth ip/faq/faq 02c.html#33
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Targeting of UWB Wireless Communications

O

IEEE802.11a

_

O IEEE802.11b

Bluetooth

_I
o
=
5
o)
=
b

uolssiwsuel] bunnp

uondwnsuo) 1oamod

1M 10M 100M

Achievable Transmission Rate(b/s) 39
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Targeting UWB Systems (Data rate vs.
Mobility speed)

_<_o_o__54

GSM\ cellular
PDC

PHS

Pedestrian

Nomadic

Indoor

IMT-2000 UWB
(3G-cellulary
Systems

5.2GHz-Wireless <<|_U>Z_
Bluetodkh Access _u~>U>_u~_

Sensor etc

*
2M 10M S0Mbps 100Mbps

Speed
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32
0

Soft-Spectrum Adaptation

for Ultra Wideband (UWB) Wireless
Agenda

—

. Trends of Wireless Communications

Principle of UWB Technologies

Research of UWB Technologies
Regulatory Activities for UWB Commercial
Systems

AW N

31
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UWB Consortium between Industry
and Academia

Organization:

CRL UWB Technology Institute and associating M anufacturers
and Academia

Aim:

R& D and Regulation of UWB Wireless Systems
Channel M easurement and M odeling with Experimental
Analysis of UWB System Test-bed in band

)
R& D of Low Cost Modulewith higher data rate over 100M bps

Contribution in Standardization with ARIB and MMAC etc

SPWC2003 London, May 19, 2003
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Major Research Issues in UWB Consortium

m Ultra Hi-speed Transmission Technologies over 100Mbps)
(pulse shaping, modulation, multiple access schemes, protocol )

m Ultra Hi-accuracy Ranging and Positioning Technologies (less
than 1cm accuracy)

= UWNB Technologies in

m UWB Technologies In

m Propagation Measurement and Channel Modeling for UWB

m [nterference Suppression Technologies in intra- and inter-
systems: coexistence with conventional systems

B Measuring Methods for Type-Approval of UWB Commercial

Products
33
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Current Most important UWB
Applications of Micro Wave Band

e |IEEE 802.15
(Altenative PHY))

— Transmission Data Speed: Over sevral 100Mb/s
— Communication Range: lessthan 10 meters

Wireless PAN Personal area network)
- (Intel)
- Datarate: 480Mbps (USB 2.0)

- Leading Chip Manufacture: XtremeSpectrum Inc. &
Time Domain Corp.

(Ref.) |EEE 802.15.1 Bluetooth 1 Mb/s
|EEE 802.15.3 WiMedea 20 Mb/s

34
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Expected UWB Applications
in Millimeter Wave Band

e ITS Intelligent Transport Systems

— Realization of both communication and ranging with a single hardware

e Wirdess Communications

— Ultra high speed and user capacity:
— Short and long distance communication

o Satellite and Inter-Satellite Communications, Ranging
& Positioning
— Realization of both communication and ranging without interference

35
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1. Why Soft-Spectrum UWB for IEEE
802.15.3a WPANS?

» Philosophy of with
flexible pulse waveform and frequency band design

- free-verse pulse waveform shaping

m eal oul : hani
» Interference avoidance and co-existence for harmonized,
global implementation

- can flexibly adjust UWB signal spectrum so as to
match with spectral restriction in transmission power, i.e.
spectrum masks in both cases of and bands.
» Scalable, adaptive performance improvement
» Smooth system version-up similar to Software Defined
Radio

36
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» Considering the whole frequency

e i _ bands from DC to 15 GHz, in regard
| _u\ FEZ_ Mask of the FCC Spectrum Mask
50} | . W -
47 impulse » The maximum emission power Is
maiae 1 limited to —80dBm/MHz (whole bands)
» Frequency efficiency is extremely
mpulse worse ]
__._.__%:_u_u.._:._m -
8 10 12 What's the solution?
o ko RUEIR (1) Pulse domain (1) Spectrum domain

» Giving spectrum freedom - Flexible spectrum design

» Giving waveform freedom - Flexible pulse waveform design

» Giving system freedom - Maintaining exchangeability with existing
and coming UWB systems

37
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2. What is Soft-Spectrum UWB ?
Basic Philosophy = Soft-Spectrum Adaptation(SSA)

Design proper pulse waveform corresponding to required
bandwidths

Match its spectra with required spectral mask in flexible and
adaptive, even If regional spectral mask is changed

¥pz.11B8

Bluw loolh O il

Baivides
n . - o
IS Basnd T EIT
2.4 GHzx

: a4 L
Frequency [GHz| Fraquancy In GHZ

Soft-Spectrum Adaptation(SSA)

38
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dBm'MHz

0005
0.0

0 000%

raquancy [LaHZ)

00015
2.001
000N
i
=0.0005

=0.001

E

by sy |

39

SPWC2003 London, May 19, 2003


Administrator
92


U rorosug

Kohno
__ _ _.m_ooquQ

Basic Formulation Example of Pulse Generator
N .
)=y f ()€ Synthesize pulse
waveform
In case of multiband

B (1+ 2k)B . Sn( Bzt) sin( Brzt)
f.(t)=cog 27 (f, + o )] P

Feasible Solution: Pulse
", design satisfying Spectrum

4
- — - v
1 | 4

. Mask

» Divide (spread-and-shrink ) thewhole
bandwidth into several sub-bands -
(spectrum matching)
» Pulse synthesized by several pulses
which have different spectra—>
M-ary signaling ,,

N division
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Example of Soft-Spectrum UWB
Transmitter Block Diagram

Soft-Spectrum

Processing Bank

UWB Antenna

Base-band
Data
Procession
Unit

Data

in

Soft-Spectrum
Pulse
Waveform
Generator

Soft-
Spectrum
Modulator

—

Control/Timing in

Pulse
Shaping
Filter
(BPF)

(1) AWGN
Channel
(2) Multi-path

Fading Channel

41
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Example of Soft-Spectrum UWB
Receiver Block Diagram

O ........... Soft-Spectrum
Local Sine  ,*~ ! Processing Bank
1
_~ Soft- ._
1 Spectrum !
X Template | _
" Generator “
| _ 1
! 1
1 1
1
=N " ' !
! 1
1
AAN " Soft Soft: SIeiie +» Base-band
BPF » NA VGA : Spectrum Spectrum |——»|  Spectrum X Data —
! Pulse Pulse Demodulator ! Eromessin .
UWB Antenna “ Multiplier Integrator “ SIS e i)
! I Unit Data Out
\ A 1 'y
\ ’
// \\
Acquisition
»> + Channel
Estimation
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Various Pulse Waveforms Generated by
Soft-Spectrum Processing Bank

2.2 Soft-Spectrum UWB Based on
Free-Verse Pulse Shaping

2.3 Soft-Spectrum UWB Based on
Geometrical Pulse Shaping

43
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2.2 Soft-Spectrum UWB based on
free-verse pulse shaping

- Freely design pulse waveforms by

Tirrdd () Tirrsit|na)

Free-verse Free-verse Soft-Spectrum pulse (Dual-cycle)
Soft-Spectrum pulse (Note: several band notches happen)

44
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Gaussian Mono-cycle Pulse and its Spectrum

T 1
Tierafna]

Free-verse Soft-Spectrum pulse (Dual-cycle)
(Note:

45
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- To Avoid Interference for WLAN In 2.4 &
5.2 GHz

time frequency

Free-verse Soft-Spectrum pulse
(Note: band notches clearly happen at 2.4 and
5.2 GHz as well)

46
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0.001
-, — Monocycle
Monocycle #J. Proposed 3.4MHz
Proposed _W..h__s_._m ~ . --= Proposed 34MHz
==+ Proposed 34MHz -== Proposed 68MHz
-== Proposed 68MHz \ == Proposed 102MHz
== Proposed 102MHz

(1) BER of DS-SS system while UWB (2) BER of UWB system while DS-SS
system causing interference system causing interference

Performance comparisons of the coexistence of the
DS-SS and UWB systems (<-4)
(Note: DS-SS system uses carrier frequency of 2.5
GHz, i.e. notch band for the proposed UWB system )

47
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Ampritude

- To Match Spectrum with Mask

l
-
E

Received Powear [dBmMHz)

Timefns] . Fraquency [GHz]

Free-verse Soft-Spectrum pulse
(Note: pulse waveform has more freedom)

48
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2.3 Soft-Spectrum UWB based on geometrical
pulse shaping

102

- Freely design pulse waveforms

. e A - i

O _ I j 1 } :

- A - B

RV LN INL A

VAT AATARRYANRRATATATAY D.E%%:::::::8@ .....

e T S

- i - AR
Triangular-type envelope Exponential-type envelope

o A T T :

O AT 0 e

= NIRRT IR O TS

=y ANIRINARINIVARARIVARIVAREN O T R

= L 0 VI HHHHHTHV

oYY m VA

o [RINRRNRREN - VALY

- Py - VY

Cosine-type envelope Gaussian-type envelope
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Frequency
Soft-Spectrum UWB multi-band signals (Cosine-type envelope)

llllllll o —
3 | SRS | SO
77 2 R E 4

Amplitude

é%é?é?éiﬁ ﬁ H 1

tl t2 t3 t4

Time (samples)

Time-frequency-hopping( ) for Soft-Spectrum
multi-nand UWB with geometrical-type envelopes
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< ..,_._.,..__._,,_._,__h_,,_.__._d‘__ WA

time
Example of band allocation in Soft-Spectrum

E le of llocation i ft- t
L et xample of band allocation in Soft-Spectrum

multi-band Approach

Amplitude (dB)
Amplitude (dB)

4 5 . . . 4 4.5 5
Frequency(GHz) Frequency(GHz)

Adaptive, controllable spread-and-shrink of frequency bandwidths is feasible,
according to the actual interference environment and the spectrum requirements
- adaptation philosophy as mentioned before

51
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Spectrum overlapping
and possible
Interference with
WLAN (802.11a)

1

c

Do not use
overlapping frequency
bandwidth causing
possible interference

Example of interference avoidance and co-existence
using flexible geometric Soft-Spectrum pulse

transmission
52
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Soft-Spectrum Immunity in Multipath
Fading Environment

- Decrease inter-pulse interference (1SI) by
employing adaptive Guard-Interval

m | h fad . v cl .
suitable Soft-Spectrum pulse waveforms

- Use baseband Pre- and Post-Rake receiver

based on designing suitable intra-pulse

waveform

- Continuous channel measurements are good
for changing multipath environment

53
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----- Impulse response realizations

LN 04

INTHTH ag I

From transmitter

;,
f

Time (ns)

Indoor multipath fading: Example of indoor UWB impulse radio signal
propagation (IEEE 802.15SG3a S-V model: CM1, CM2, CM3, CM4)

54
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Soft-Spectrum UWB transmitted signal

Amplitude

@
2
£
£
<

Amplitude

Amplitude

Amplitude

Various geometrical Soft-Spectrum pulse sequences in
AWGN channel -
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BER simulation for Soft-Spectrum

BER simulation for Soft-Spectrum .
. multi-bands pulse waveforms (Rx: 4 oversamples/bit)

multi-bands pulse waveforms (Rx: 2 oversamples/bit)

—&—Sinc-type
——ll—— Cosine-type
— — A — - Gaussian-type

—&@—Sinc-type
——ll—— Cosine-type
— — A — - Gaussian-type
X BPSK-Simulation
BPSK-Theory

BPSK-Simulation
BPSK-Theory

4 4
Eb/No(dB) Eb/No (dB)

BER vs. Eb/No performance in the presence of BER vs. Eb/No performance in the presence of
AWGN (Receiver: 2 over-samples) AWGN (Receiver: 4 over-samples)
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3. Modulation, Supported Data Rate
and Link Budget

Soft-Spectrum Pulse Shape
Modulation ( )

59
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Soft-Spectrum Pulse Shape Modulation ( )
Modulation and Coding Scheme

e Modulation schemes (Inner-keying) : QPSK and
BPSK

 Modulation schemes (Outer-keying) : M-ary Pulse

Shape Modulation (PSM)
 Coding Schemes: Viterbi K=7, Rate Y2, ¥
e Pulse Guard-Intervals defined to allow
- Improved multiple access
= Improved IS| mitigation
—>Improved receiving energy capture

60
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101 110 eee
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100

ALY
i

v ﬁ
Soft-Spectrum Pulse Shape Modulation (PSM)
using orthogonal function

—> Transmit 1 or 2 bits by using BPSK or QPSK modulation in each
Soft-Spectrum pulse ( )

- Transmit other more bits by defining different Soft-Spectrum

orthogonal pulse shapes and sequences ( )
61
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Guard Interval

Pulse Time (adaptive)

Soft-Spectrum Pulse Shape
Modulation ( ) scheme

- IS used for mitigating
multipath fading effects, improving
multiple access performance, and inter
symbol interference (1SI)

62
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Summary of Soft-Spectrum Adaptation

» Soft-Spectrum adaptation can satisfy the
FCC Spectrum Mask and any Mask adaptively.

» Soft-Spectrum adaptation can be applied to

narrowband wireless systems.

» Scalable and adaptive performance improvement
can be achieved by utilizing pulse waveform
shaping even in multi-user and multipath fading
environment.

63
SPWC2003 London, May 19, 2003



Administrator
116


Kohno
___ _.mcoqm:oa\

Concluding Remark

e UWB isoneof the most important fieldsof R&D for
ultimate wir eless communications.

e Academia, Industry, and Gover nment should
cooper ateto promote and accelerate R& D of UWB.

o USA, Europe, Japan and therest of aworld should
fairly compete in resear ch and businessin these fields.

low-cost Chip-set and SoC with |low-power
consumption

e Let uscollaboratetheserelated technologies and
theories much more!
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2003 International Workshop on

ad _ﬁ.,m Wideband mwmnm
1 ”-m,.ﬁm

Dulu, Finland, 2. - 4. dune, 2003
Ultra Wideband - A New Dimension

Siven the increase in importance of Ultra WWideband (UWYE) communications and to reflect the
growing research interest in the area, a new warkshop series 15 to be organised. The workshops
will focus on advances in LWYB systems as well as providing a forum as well as for reporting
results from European and International projects invalving LAWE (e g, ULTREAWANES, LICARN,
WWHYLESS. COM).
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Space-Time Codes and Concatenated Channel
Codes for Wireless Communications

T. H. LIEW AND LAJOS HANZO

Contributed Paper

Following a brief historical perspective on channel coding, ceiver diversity at the mobile stations (MSs) increases their
an introduction to space—time block codes is given. The various complexity. Hence, receiver diversity techniques typically

space—time codes considered are then concatenated with a range Ohave been applied at the base stations (BSs), although the
channel codecs, such as convolutional and block-based turbo codesJ | handvoh K ’ PHS
as well as conventional and turbo trellis codes. The associated ~2Panese personal handyphone system, know as » M-

estimated complexity issues and memory requirements are alsoPloys second-order diversity, whereas the second receiver di-
considered. These discussions are followed by a performance studersity antennais invisible, since it is inside the handset (BS).
of various space—time and channel-coded transceivers. Our aim |n contrast, BSs provide services for many MSs and, hence,
is first to identify a space—time code/channel code combination upgrading the BS’s receivers in order to support antenna di-

constituting a good engineering tradeoff in terms of its effective ity i icall iable. H the d back
throughput, bit-error-rate performance, and estimated complexity. Versity Is economically more viable. However, the drawbac

Specifically, the issue of bit-to-symbol mapping is addressed in the Of this scheme is that it only provides diversity gain for the
context of convolutional codes (CCs) and convolutional coding BSS’ receivers.

as well as Bose—Chaudhuri-Hocquenghem coding-based turbo |n the past, different transmit diversity techniques have
codes in conjunction with an attractive unity-rate space-time oan introduced in order to provide diversity gain for MSs

code and multilevel modulation is detailed. It is concluded that b ding the BSs. Th ¢ it di v techni
over the nondispersive or narrow-band fading channels, the y upgrading the S. These transmit diversity techniques

best performance versus complexity tradeoff is constituted by can be classified into three main categories: 1) schemes
Alamouti’s twin-antenna block space—time code concatenated with using information feedback [6], [7]; 2) arrangements in-

turbo convolutional codes. Further comparisons with space—time voking feedforward or training information [8]-[10]; and 3)

trellis codes result in similar conclusions. blind schemes [11], [12]. Recently, Tarokh al. proposed
Keywords—€hannel coding, concatenated coding, FEC, history space-time trellis (STT) coding [13]-[19] by jointly de-
of channel coding, space—time coding, STBC, STTC. signing the channel coding, modulation, transmit diversity,

and the optional receiver diversity scheme. The performance
criteria for designing STT codes were derived in [13] under
. ] ) o the assumption that the channel is fading slowly and that the
The third-generation (3G) mobile communications stan- ¢4ding is frequency nonselective. These advances were then
dards [1] are expected to provide a wide range of user ser-5i5 extended to fast fading channels. The encoding and
vice_s, spanning from voice to high-rate (_Jlata services, SUP-decoding complexity of thes8TT codess comparable to
porting rates of at least 144 kb/s in vehicular, 384 kb/s in hat of conventional trellis codes [20]-[22] often employed
outdoor-to-indoor, and 2 Mb/s in indoor as well as picocel- practice over nondispersive Gaussian channels.
lular applications [1]. _ . STT codes [13]-[18] perform extremely well at the cost
In an effort to support such high rates, the bit/symbol ca- ot relatively high complexity. In addressing the issue of de-
pacity of band-limited wireless channels can be mcreasedcoding complexity, Alamouti [23] discovered a remarkable
by employing multiple antennas [2]. The classic approach scheme for transmission using two transmit antennas. A
is to use multiple antennas at the receiver and employ max-gimple decoding algorithm was also introduced by Alamouti
imum ratio combining (MRC) [3]-[5] of the received sig- 23] which can be generalized to an arbitrary number of
nals for improving the performance. However, applying re- yeceiver antennas. This scheme is significantly less complex
than STT coding using two transmitter antennas, although
Manuscript received March 11, 2001; revised October 15, 2001. _ there is a loss in performance [24]. Despite the associated
cree et o S o Sochamon ooy s periormance penaly, Alamout's scheme is appeaing in
terms of its simplicity and performance. This proposal

(e-mail: In@ecs.soton.ac.uk).
Publisher Item Identifier S 0018-9219(02)01134-9.
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motivated Tarokket al. [24], [25] to generalize Alamouti’'s  block code proposed in 1950. Convolutional FEC codes that
scheme to an arbitrary number of transmitter antennas,were discovered by Elias date back to 1955 [29]. Wozencraft
leading to the concept of space—time block (STB) codes. and Reiffen [30], [31] as well as Fano [32] and Massey
Intrigued by the decoding simplicity of the STB codes [33] have proposed various algorithms for their decoding.
proposed in [23]-[25], we commence our discourse in this A major milestone in the history of convolutional error cor-
paper by detailing their encoding and decoding process.rection coding was the discovery of a maximum likelihood
Subsequently, we investigate the performance of the STBsequence estimation algorithm by Viterbi [34] in 1967. A
codes over perfectly interleaved nondispersive Rayleigh classic interpretation of the Viterbi algorithm (VA) can be
fading channels. A similar study of STT codes employed found, e.g., in Forney’s often-quoted paper [35]. One of the
over wide-band correlated fading channels is provided in first practical applications of convolutional codes (CCs) was
[26]. A system that consists of STB codes and different proposed by Heller and Jacobs [36] during the seventies.
channel coders will be proposed. Finally, the performance We note here that the VA does not result in minimum BER,
and estimated complexity of the different systems will be it rather finds the most likely transmitted sequence of trans-
compared and tabulated. mitted bits. However, it performs close to the minimum pos-
Following a brief historical perspective on channel coding sible BER, which can be achieved only with the aid of the ex-
in Section I, a rudimentary introduction to STB codes is tremely complex full-search algorithm evaluating the proba-
given in Section IV and channel-coded space-time codes inbility of all possible2™ binary strings of &-bit message. The
Section V. The associated estimated complexity issues andminimum BER decoding algorithm was proposed in 1974 by
memory requirements are addressed in Section V-C. TheBahletal.[37], which was termed the maximuaposteriori
bulk of this contribution is constituted by the performance (MAP) algorithm. Although the MAP algorithm slightly out-
study of various space—time and channel-coded transceiverperforms the VA in BER terms, because of its significantly
in Section VI. Our aim is first to identify a STB code/channel higher complexity, it was rarely used in practice until turbo
code combination constituting a good engineering tradeoff in codes were contrived by Berrat al.in 1993 [38], [39].
terms of its effective throughput, bit-error-rate (BER) perfor-  Focusing our attention on block codes, the single-error
mance, and estimated complexity in Section VI-A. Specif- correcting Hamming block code was too weak for practical
ically, the issue of bit-to-symbol mapping is addressed in applications. An important practical milestone was the dis-
the context of convolution codes and convolutional coding covery of the family of multiple error correcting BCH bi-
as well as Bose—Chaudhuri-Hocquenghem (BCH) coding- nary block codes [40] in 1959 and in 1960 [41], [42]. In
based turbo codes in conjunction with an attractive unity-rate 1960, Peterson [43] recognized that these codes exhibit a
space-time code and multilevel modulation in Section VI-B. cyclic structure, implying that all cyclically shifted versions
These schemes are also benchmarked against a range of povef a legitimate codeword are also legitimate codewords. The
erful trellis-coded modulation (TCM) and turbo trellis-coded first method for constructing trellises for linear block codes
modulation (TTCM) schemes. The merits of the various con- was proposed by Wolf [44] in 1978. Due to the associated
catenated channel-coded and STB-coded schemes are highiigh complexity, there was only limited research in trellis
lighted in Section VI-D in the context of their coding gain decoding of linear block codes [45], [46]. It was in 1988
versus estimated complexity tradeoffs. Our discussions arewhen Forney [47] showed that some block codes have rela-
also extended to the comparison of channel-coded STB codedively simple trellis structures. Motivated by Forney’s work,
and STT codes in Section VI-E. Honary, Markarian, and Farredt al. [45], [48]-[51] as well
as Lin and Kasamet al. [46], [52], [53] proposed various
methods for reducing the associated decoder complexity. The
Chase algorithm [54] is one of the most popular techniques
The history of channel coding and forward error cor- used for near maximum likelihood decoding of block codes.
rection (FEC) coding dates back to Shannon’s pioneering In 1961, Gorenstein and Zierler [55] extended binary
work [27] in 1948, predicting that arbitrarily reliable com- coding theory to treat nonbinary codes as well, where code
munications is achievable with the aid of channel coding, symbols constitute a number of bits, and this led to the
upon adding redundant information to the transmitted birth of burst-error—correcting codes. They also contrived
messages. However, Shannon refrained from proposinga combination of algorithms, which is referred to as the
explicit channel-coding schemes for practical implementa- Peterson—Gorenstein—Zierler (PGZ) algorithm. In 1960, a
tions. Furthermore, although upon increasing the amount prominent nonbinary subset of BCH codes was discovered
of redundancy added the associated information delay by Reed and Solomon [56]; they were named Reed—Solomon
increases, he did not specify the maximum delay that may (RS) codes after their inventors. These codes exhibit cer-
have to be tolerated in order to be able to communicate neartain optimality properties, since their codewords have the
the Shannon limit. In recent years, researchers have beerhighest possible minimum distance between the legitimate
endeavoring to reduce the amount of latency inflicted, e.g., codewords for a given code rate. This, however, does not
by a turbo codec’s interleaver that has to be tolerated for thenecessarily guarantee attaining the lowest possible BER.
sake of attaining a given target performance. The PGZ decoder can also be invoked for decoding nonbi-
Historically, one of the first practical FEC codes was the nary RS codes. A range of powerful decoding algorithms for
single error-correcting Hamming code [28], which was a RS codes was found by Berlekamp [57], [58] and Massey

Il. HISTORICAL PERSPECTIVE ONCHANNEL CODING
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[59], [60]. Various soft decision-decoding algorithms were and Huber [79] as well as Robertson and Worz [80] suggested
proposed for soft decoding of RS codes by Oh and Sweeneyusing these codes in conjunction with bandwidth efficient
[61], [62], Burgesset al. [63], and Honary [45]. In recent  modulation schemes. Further advances in understanding the
years, RS codes have found many practical applications,excellent performance of the codes are due, e.g., to Benedetto
e.g., in compact disc players, in deep-space scenarios [64]and Montorsi [81], [82] and Pereet al. [83]. During the
and in the family of digital video broadcasting (DVB) mid-1990s, Hagenauet al.[84] as well as Pyndiah [85] ex-
schemes [65], which were standardized by the Europeantended the turbo conceptto parallel concatenated block codes
Telecommunications Standardization Institute. as well. Nicklet al.[86] show that Shannon’s limit can be ap-
Inspired by the ancient theory of residue number systems proached within 0.27 dB by employing a simple turbo Ham-
(RNS) [66]-[68], which constitute a promising number ming code. In [87], Acikel and Ryan proposed an efficient
system for supporting fast arithmetic operations [66], [67], procedure for designing the puncturing patterns for high-rate
a novel class of nonbinary codes referred to as redundantturbo CCs. Jung and Nasshan [88], [89] characterized the
(RRNS) codes were introduced in 1967. An RRNS code is a achievable turbo-coded performance under the constraints of
maximum—minimum distance block code, exhibiting similar short transmission frame lengths, which is characteristic of
distance properties to RS codes. Watson and Hastings [68]interactive speech systems. In collaboration with Blanz, they
as well as Krishnat al.[69], [70] exploited the properties of  also applied turbo codes to a CDMA system using joint de-
the RRNS for detecting or correcting a single error and also tection and antenna diversity [90]. Barbulescu and Pietrobon
for detecting multiple errors. Recently, the soft decoding of addressed the issues of interleaver design [91]. The tutorial
RRNS codes was proposed in [71]. paper by Sklar [92] is also highly recommended as back-
During the early 1970s, FEC codes were incorporated in ground reading.
various deep-space and satellite communications systems Driven by the desire to support high data rates for a wide
and, in the 1980s, they also became common in virtually range of bearer services, Tarokhal. [13] proposed STT
all cellular mobile radio systems. However, for a long time, codes in 1998. By jointly designing the FEC, modulation,
FEC codes and modulation have been treated as distinctransmit diversity, and optional receive diversity scheme,
subjects in communication systems. By integrating FEC they increased the throughput of band-limited wireless
and modulation, in 1987, Ungerboeck [20]-[22] proposed channels. A few months later, Alamouti [23] invented a
TCM, which is capable of achieving significant coding low-complexity STB code, which offers significantly lower
gains over power and band-limited transmission media. A complexity at the cost of a slight performance degradation.
further historic breakthrough was the invention of turbo Alamouti’s invention motivated Tarokht al. [24], [25] to
codes by Berroet al.[38], [39] in 1993, which facilitate the  generalize Alamouti’'s scheme to an arbitrary number of
operation of communications systems near Shannon limits.transmitter antennas. Then, Bawettal. [93], [94], Agrawal
Since its recent invention, turbo coding has evolved at an [95], Li et al. [96], [97], and Naguibet al. [98] extended
unprecedented rate and has reached a state of maturity withinhe research of STB and STT codes from considering
just a few years due to the intensive research efforts of thenarrow-band channels to dispersive channels [13], [17],
turbo coding community. As a result of this dramatic evolu- [23], [25], [98].
tion, turbo coding has also found its way into standardized The evolution of channel-coding research over the past 50
systems, such as, e.g., the recently ratified 3G mobile radioyears since Shannon’s seminal contribution [27] is shown
systems [72]. Even more impressive performance gains canin Fig. 1. These milestones have also been incorporated
be attained with the aid of turbo coding in the context of in the range of monographs and textbooks summarized in
video broadcast systems, where the associated system delalyig. 2. At the time of this writing, the Shannon limit has
is less critical, than in delay-sensitive interactive systems. been approached for transmission over Gaussian channels
Turbo coding is based on a composite codec constitutedwithin 0.27 dB [86]. Now the challenge is to contrive FEC
of two parallel concatenated codecs. More specifically, in schemes, which are capable of achieving a performance near
their proposed scheme, Berretial. [38], [39] used a par-  thecapacity of wireless channelEhe design of an attractive
allel concatenation of two recursive systematic convolutional channel-coding and modulation scheme depends on a range
(RSC) codes, accommodating the turbo interleaver betweenof competing factors, which are portrayed in Fig. 3. The
the two encoders. At the decoder, an iterative structure usingmessage of this illustration is multifold. For example, given
a modified version of the classic minimum BER MAP al- a certain transmission channel, it is always feasible to design
gorithm invented by Bahét al. [37] was invoked by Berrou  a joint coding and modulation scheme, which can further
et al. in order to decode these parallel concatenated codesreduce the BER achieved. This typically implies, however,
Again, since 1993, a large body of work has been carried out further complexity and costs and coding/interleaving delay
in the area aiming, e.g., at reducing the associated decodens well as reduced effective throughput. Different solu-
complexity. Practical reduced-complexity decoders are, e.g.,tions accrue when optimizing different codec features. For
the maximum logarithmic MAP (Max-Log-MAP) algorithm  example, in many applications, the most important codec
proposed by Koch and Baier [73], as well as by Erfarean  parameters is the achievable coding gain, which quantifies
al. [74], the Log-MAP algorithm suggested by Robert®in  the amount of bit-energy reduction at a certain target BER
al. [75], and the SOVA algorithm advocated by Hagenauer attained by a codec. Naturally, transmitted power reduction
as well as Hoeher [76], [77]. Le Godtt al.[78], Wachsmann  is extremely important in battery-powered devices. This

‘122


Administrator
122


Block Codes Convolutional Codes
Shannon limit [27] (1948)

Hamming codes [29]1950
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PGZ algorithm [55]
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1970
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Bahl, MAP algorithm [37]

Wolf, trellis block codes [44]
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- Ungerboeck, TCM [20,21]

) + Hagenauer, SOVA algorithm [76, 77]
19901 Koch, Max-Log-MAP algorithm [73, 74]
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algorithm [85,112] 4 Robertson. Loe-MAP aleorithm [75
Hagenauer, turbo BCH code [84 ] robertson, Log algorithm [75]
Nickl, turbo Hamming code [86 " Robertson. TTCM [80]1
Al ti _ti T Tarokh, s;;ace-time trellis code [13]
alr)rllgélkl’cgggc[e%]lme 2000jL Acikel, punctured turbo code [8’7]

Berrou, turbo codes [38,39]

Fig. 1. Brief history of channel coding.

transmitter power reduction is only achievable at the cost channels inflict different impairment. This paper examines

of an increased implementational complexity, which itself these design tradeoffs and proposes a range of practical

typically increases the power consumption and, hence,solutions. Following the above historical perspective on

erodes some of the power gain. channel coding, in Section Ill, we will focus our attention on
Viewing this system-optimization problem from a dif- the family of space—time codes. The motivation of the forth-

ferent perspective, it is feasible to transmit at a higher bit coming section is to portray space—time codes as a solution

rate in a given fixed bandwidth by increasing the number to creating attractive coding scheme for transmission over

of bits per modulated symbol. However, when aiming for a fading wireless rather than conventional Gaussian channels.

given target BER, the channel coding rate has to be reduced

in order to increase the transmission integrity. Naturally,

this reduces theeffective throughpubf the system and  |||. OvERVIEW OF SPACE-TIME CODES

results in an overall increased system complexity. When

the channel's characteristic and the associated bit-error In this section, we present a brief overview of STB codes

statistics change, different solutions may become more by considering the classic MRC technique [23], [99], [100].

attractive. This is because Gaussian channels, narrow-bandhe introduction of this classic technique is important for

and wide-band Rayleigh fading, or various Nakagami fading understanding the construction of STB codes.
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Reed & Solomon, Polynomial codes over certain finite fields [56]
Peterson, Error correcting codes [115]

Wozencraft & Reiffen, Sequential decoding [31]

Shannon, Mathematical theory of communication [121]

Massey, Threshold decoding [33] -

Szabo & Tanaka, Residue arithmetic & its appl. to computer technology [67]
Berlekamp, Algebraic coding theory [58]

Kasami, Combinational mathematics and its applications [114]

Peterson & Weldon, Error correcting codes [113]
Blake, Algebraic coding theory: history and development [117]

Mac Williams & Sloane, The theory of error correcting codes [116]

Clark & Cain, Error correction coding for digital communications [118]

Pless, Introduction to the theory of error-correcting codes [119]

Blahut, Theory and practice of error control codesg[120]

Lidl & Niederreiter, Finite fields [125]

Lin & Costello, Error control coding: fundamentals and applications [126]
Michelson & Levesque, Error control techniques for digital communication [127]

Sklar, Digital communications fundamentals and applications [105]

Sweeney, Error Control Coding: An Introduction [132]

Hoffman et al., Coding theory [128]

Huber, Trelliscodierung [129]

Anderson & Mohan, Source and channel coding - an algorithmic approach [130]
Wicker, Error control systems for digital Communication and storage [131]
Proakis, Digital communications [100]

Honary & Markarian, Trellis decoding of block codes [45]
S. Lin et al., Trellises & trellis-based decoding alg. for linear block codes [46]

Schlegel, Trellis coding [22]

Heegard & Wicker, Turbo coding [122]

2000 Bossert, Channel coding for telecommunications 1[123]
Vucetic & Yuan, Turbo codes principles and app

Fig. 2. Milestones in channel coding.

Implementational
complexity
Channel _Coding/interleaving
characteristics delay
Coding/ Bi
System > it error
bandwidth \ Vogulation rate
tﬁgggﬁg& * Coding gain

Coding rate

Fig. 3. Factors affecting the design of channel coding and
modulation schemes.

A. Maximum Ratio Combining

ications [124]

In Rayleigh fading channels, the transmitted symbols expe-
rience severe magnitude fluctuation and phase rotation. In
order to mitigate this problem, we can employ several re-
ceivers that receive replicas of the same transmitted symbol
through independent fading paths. Even if a particular path is
severely faded, we may still be able to recover a reliable es-
timate of the transmitted symbols through other propagation
paths. However, at the station, we have to combine the re-
ceived symbols of the different propagation paths, which in-
volves additional complexity. An optimal combining method
often used in practice is referred to as the MRC technique
[23], [99], [100].

Fig. 4 shows the baseband representation of the classic
MRC technique in conjunction with two receivers. At a par-

In conventional transmission systems, we have a singleticular instant, a symbok is transmitted. As we can see
transmitter, which transmits information to a single receiver. from the figure, the transmitted symhopropagates through
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bined signalz and all possible transmitted symbols. The sim-
Y plified decision rule is based on choosingif and only if

hy hy dist(z, ;) < dist(z, z;), Vi#j (7

wheredist(A, B) is the Euclidean distance between signals
A and B and the index spans all possible transmitted sig-

nals. From (7), we can see that maximum likelihood trans-
mitted symbol is the one having the minimum Euclidean dis-
(e =D D= 2 tance from the combined signal
% :hl.’l?-'r’ﬂl y2=h2x+nz
IV. SPACE-TIME BLOCK CODES
Channel | h hy_[Channel : . : .
e T eatimator In Section Ill, we have introduced briefly the classic MRC
m~ technique. In this section we will present the basic principles
Vg of STB codes following the seminal contributions by Tarokh
etal.[23]-[25]. In analogy to the MRC matrix formula of (5),

Maximéxé?e(l:itlétel}ihood a STB code describing the relationship between the original
transmitted signak and the signal replicas artificially cre-
ated at the transmitter for transmission over various diver-

Fig. 4. Baseband representation of the MRC technigue using two

receivers. sity channels is defined by an x p dimensional transmis-
sion matrix. The entries of the matrix are constituted of linear
two different channels, namely; andh.. For simplicity, all combinations of thé-ary input symbols:y, 3, ..., 23 and

channels are assumed to be constituted of a single nondispert-helr conjugates. The-a_ry Input _symbols_ci ‘ =1 k_are
sive or flat-fading propagation path and can be modeled asUS€d t0 represent the information-bearing binary bits to be
complex multiplicative distortion, which consists of a mag- transmitted over the transmit diversity channels. In a signal

nitude and phase response given by constellation havin@® constellation points, a numbérof
binary bits are used to represent a symhoHence, a block
hy = |hy]e?® (1) of k& x b binary bits are entered into the STB encoder at a time
ha = |ha|c?®2 2) and it is, therefore, referred to as a STB code. The number

of transmitter antennas jsandn represents the number of
where|hy |, |ho| are the fading magnitudes afd 6- are the time slots used to transniitinput symbols. Hence, a general

as shown in Fig. 4. Hence, the resulting received baseband g1 g21  Gpt
signals are
gi2 G222 - Gp2 (8)
y1=hix+mn 3) ' ' ' '
b2 = th T (4) gin G2n ' YGpn
wheren; andn; are complex noise samples. In matrix form, where the entrieg;; represent linear combinations of the
this can be written as symbolszy, xa, ..., x; and their conjugates. More specif-
h n ically, the entriesy;;, wherei = 1---p are transmitted si-
<y1> = x<h1> + < 1). (5) multaneously from transmit antennas. . ., p in each time
Y2 2 N2 slotj = 1, ..., n. For example, in time slof = 2, sig-
Assuming that perfect channel information is available, the NalSgi2, g22, ..., gp2 are transmitted simultaneously from
received signalg, andy, can be multiplied by the conju- ~ transmit antenna®’z1, Tx2, ..., Txp. We can see in the
gate of the complex channel transfer functidgnsand ., transmission matrix defined in (8) that encoding is carried out

respectively, in order to remove the channel’s effects. Then, in both space and time; hence, the term space—time coding.
the corresponding signals are combined at the input of the Then X p transmission matrix in (8) (which defines the

maximum likelihood detector of Fig. 4 according to STB code) is based on a complex generalized orthogonal de-
sign, as defined in [23]—[25]. Since there &rgymbols trans-
 =hyy + hoys mitted overn time slots, the code rate of the STB code is
:ﬁlhlx + Elﬂl + Eghgx + EQTLQ given by
= (1h]* + |h2l?) & + hang + hong. (6) R=Fk/n. 9)
The combined signat is then passed to the maximum like- At the receiving end, one can have an arbitrary number

lihood detector, as shown in Fig. 4. The most likely trans- of ¢ receivers. It was shown in [23] that the associated
mitted symbol is determined by the maximum likelihood de- diversity order isp x ¢. A combining technique [23]-[25]
tector based on the Euclidean distances between the comsimilar to MRC can be applied at the receiving end, which
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Table 1 Z1 T2

Encoding and Transmission Process for@he STB Code of (10) —Z2 Zy
Tz 1 Y YTCE 2
Time antenna
slot, T | Tx1 | Tx 2
1 1 T2 hl h2
2 —Z | &
may be generalized tg receivers. Current state-of-the-art gl —)
designs assume the associated diversity channels to be flat 2
. . . . Y = hizy + hazo +m
fading channels. A possible approach to satisfying this con- vs = —h1Bs + hoTy + T2
dition for high-rate transmissions over frequency-selective
channels is to split the high-rate bit stream into a large %ﬁgg%r b o imer
number of low-rate streams transmitted over flat-fading ha %
subchannels. This can be achieved with the aid of orthogonal T
frequency d|y|S|on multiplexing (OFDM_) [101]. Then, the Maximum likelihood
complex fading envelope may be considered constant over detector

n consecutive time slots.
Fig. 5. Baseband representation of the simple twin-transmitter
A. Twin-Transmitter-Based STB Code STB codeG, of (10) using one receiver.

As mentioned above, the simplest form of STB codes,
which is a simple twin-transmitter-based scheme associated
with p = 2, was proposed by Alamouti in [23]. The trans-
mission matrix is

Independent noise samples are added by the receiver in each
time slot and hence the signals received over nondispersive
or narrow-band channels can be expressed with the aid of

G, = < 1 f2> . 1oy (10)as
—x2 1
y1 =hizy 4+ howo + 1y (13)
We can see in the transmission mafebs that there are — 2 Yo = —hiTg + hoTy + 19 (14)

(number of columns in the matri&,) transmittersf = 2

possible input symbols, namely; z., and the code spans wherey; is the first received signal and is the second. Note
overn = 2 (number of rows in the matri%.) time slots. that the received signgh consists of the transmitted signals
Sincek = 2 andn = 2, the code rate given by (9) is unity.  z; andx», while i, consists of their conjugates. In order to
The associated encoding and transmission process is showiletermine the transmitted symbols, we have to extract the

in Table 1. signalsz; andx, from the received signalg andy.. There-

At any given time instan’, two signals are simultane- fore, both signals;; andy. are passed to the combiner, as
ously transmitted from the antenn@s1 and7’x2. For ex- shown in Fig. 5. In the combiner—aided by the channel es-
ample, in the first time slot associated with= 1, signalz; timator, which provides perfect estimation of the diversity
is transmitted from antenrifiz1 andsimultaneouslsignal channels in this example—simple signal processing is per-

x4 is transmitted from antenr¥&e2. In the nexttime slotcor-  formed in order to separate the signalsandz.. Specifi-
responding td” = 2, signals—z, andz; (the conjugates of  cally, in order to extract the signal , the received signakg
symbolsz; andz2) are simultaneously transmitted from an- andy. are combined according to
tennasl’z1 and7'z2, respectively. _

1) Space-Time Cod6&, Using One Receiveriet us T1 =hiyi+hay,
now consider an example of encoding and decoding the =hihiz1+hihezo+hing —hohixs +hohoxi+hoo
Go STB_ code of (10) using one receiver. This example can _ (|h1|2+|h2|2)x1+ﬁln1+h2ﬁ2. (15)
be readily extended to an arbitrary number of receivers. In
Fig. 5, we show the baseband representation of a simpleSimilarly, for signalz, we generate
two-transmitter STB code, namely, that of & code seen _
in (10) using one receiver. We can see from the figure that %2 =ha2y1—h1¥,
there are two transmitters, namelyr1 as well as’z2 and = hohiz1+hohoxs+honi +hihize —hihozi —hiTs
they transmit two signal_s simultaneously. As mentioned = (|h?+|h2|?) 22+ Fang — by, (16)
earlier, the complex fading envelope is assumed to be
constant across the corresponding two consecutive timeClearly, from (15) and (16), we can see that we have sep-

slots. Therefore, one can write arated the signals; andxz, by simple multiplications and
additions. Due to the orthogonality of the STB cd@e in

hy =h(T'=1)=mn(T'=2) (11) (10) [24], the unwanted signab is canceled out in (15) and
he =ho(T =1) = ho(T =2). (12) vice versa, signat; is removed from (16). Both signais
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Fig. 6. Baseband representation of the simple twin-transmitter STB €adgdeof (10) using two
receivers.

andz, are then passed to the maximum likelihood detector of while at receiverRz2, we have

Fig. 5, which applies (7) to determine the most likely trans-

mitted symbols. Y21 = ho1m1 + ooz + 121 (19)
From (15) and (16), we can derive a simple rule of thumb Y22 = —ho1To + hooT1 + noo. (20)

for manipulating the received signal in order to extract a

symbol z;. For each received signg}, we would have a  We can, however, generalize these equations to

linear combination of the transmitted signalsconvolved

with the corresponding channel impulse response (GLR) Yi1 = hjrx1 + hizxa +n41 (22)

The nondispersive CIR is assumed to be constituted by a Yir = —hi1To + hioT1 + 1o (22)
single CIR tap corresponding to a complex multiplicative

factor. The conjugate of the CIR should be multiplied with  \herei — 1, ..., g andq is the number of receivers, which
the received signaj;, if z; is in the expression of the re- s equal to two in this example. At the combiner of Fig. 6,
ceived signal;;. However, if the conjugate af;, namelyz; the received signals are combined to extract the transmitted
is present in the expression, we should then multiply the CIR sjgnalszy; andz, from the received signaig 1, 112, 121, and

h; with the conjugate of the received signgl namelyy;. Y22 according to

The product should then be added to or subtracted from the

intermediate result, depending on the sign of the term in the F1 =hi1y11 + h12Tye + Po1yar + hoolins (23)

expression of the received signgl

2) Space-Time Cod&- Using Two Receiversin Sec-
tion IV_-Al, we have shown an example of the e_ncoding and Again, we can generalize the above expressions te-
decoding process for tHg; STB code of (10) using one re- ceivers, yielding
ceiver. However, this example can be readily extended to an
arbitrary number of receivers. The encoding and transmis- .
sion sequence will be identical to the case of a single receiver. T = Z (hilyil + lm?n) (25)
For illustration, we discuss the specific case of two trans- i=1
mitters and two receivers, as shown in Fig. 6. We will show,
however, that the generalizationgaeceivers is straightfor-
ward. In Fig. 6, the subscrigtin the notationk;;, n;;, and
yi; represents the receiver index. By contrast, the subscriptginally, we can simplify (23) and (24) to
J denotes the transmitter index in the G, but it denotes
the time slotl” in »;; andy;. Therefore, at the firstreceiver 2, = (|hy1|” + |hi2|” + |ho1]” + |h22|?)
Rz1, we have

To =hioynr — huiTe + hooyzt — honpo. (24)

(Rizyir — hi¥s) - (26)

Ty =

-

=1

w1 + hiingg + hiofie + hoinor + hoofize (27)
y11 = huiwy + koo + 111 (17) Zp = (|hll|2 + |haa|* + [har | + |h22|2)
Y2 = —h11T2 + hioT1 + 112 (18) -y + hianyg — hu1Tino + hoonog — hoiTiaa.  (28)


Administrator
127


In the generalized form aof receivers, we have Table 2
Different STB Codes

q Space-time | Rate No. of No. of input | Code

Ty = Z [(|hi1|2 + |hi2|2) 1+ ﬁilnil + hi?ﬁi?] (29) code transmitters, p | symbols, k& | span, n
o G2 1 2 2 2
Ty = Z [(IRis]* + [Pi2|?) @2 + hioniy — hamiz]. (30) Ga 1/2 3 4 8
i=1 G4 1/2 4 4 8
H; 3/4 3 3 4
Signalsz; andz, are finally derived and passed to the max- H, 3/4 4 3 4

imum likelihood detector seen in Fig. 6. Again, (7) is applied

to determine the maximum likelihood transmitted symbols. 5nq the four-transmitter hali-rate STB code was specified
We observe in (29) that signa] is multiplied by aterm re- [24]

lated to the fading amplitudes, naméhy;; |2+ |h;2|?. Hence,

in order to acquire a high-reliability signa] , the amplitudes 1 T2 X3 T4
of the CIRs must be large. If the number of receivers is equal T2 X1 Iy T3
toone, i.e.g = 1, then (29) is simplified to (15). In (15), we —r3 T4 T1 T2
can see that there are two fading amplitude terms, i.e., two Gy=| % 7% T2 T (32)
independent paths associated with transmitting the symbol 1 T2 I3 T4
x1. Therefore, if either of the paths is in a deep fade, the —Ty T Ty T3
other path may still may provide a high reliability for the —¥3 Ta T T2
transmitted signat; . This explains why the performance of T4 —E3 T2 I

a system having two transmitters and one receiver is bettergy employing the STB code€'; and G4, we can see that
than that of a system employing one transmitter and one re-the bandwidth efficiency has been reduced by a factor of two
ceiver. On the other hand, in the conventional single-trans- compared to the STB cod@&,. Furthermore, the number of
mitter single-receiver system, there is only a single propaga- ransmission slots across that the channels is required to have
tion path, which may be severely attenuated by a deep fade g constant fading envelope is eight, namely, four times higher
To elaborate further, if the number of receivers is increased than that of the space-time cots .
tog = 2, (27) results from (29). We can see in (27) that there | order to increase the associated bandwidth efficiency,
are now twice as many propagation paths, as in (15). This Tarokhet al.constructed the three-quarter rate so-called gen-
increases the probability of providing a high reliability for  eralized complex orthogonal sporadic codes [24], [25]. The
signali;. corresponding three-quarter rate three-transmitter STB code
is given by [24]

T3
B. Other STB Codes Lo vz
In Section IV-A, we have detailed Alamouti’s simple two- ? ! V2

transmitter STB code, namely, th@, code of (10). This H; = Ty (w1 —Ttas—T) | B3

X
code is significantly less complex than the STT codes of Tz N 5
[13]-[18], which use two transmit antennas. However, again, . - B 3
there is a performance loss compared to the STT codes of 3 3 (w2 + T2+ 21 —71)
[13]-[18]. Despite its performance loss, Alamouti’'s scheme V2 V2 2

[23] is appealing in terms of its simplicity. This motivated while the three-quarter rate four-transmitter STB code is de-
Tarokhet al.[24] to search for similar schemes using more fined as shown in (34) at the bottom of the next page [24].
than two transmit antennas. In [24], the theory of orthogonal  In Table 2, we summarize the parameters associated with
code design was invoked in order to construct STB codes all STB codes proposed by Alamouti [23] as well as Tarokh
having more than two transmitters. The half-rate STB code et al. [24], [25]. The decoding algorithms and the corre-
employing three transmitters was defined [24] sponding performances of the STB codes were given in [25].

V. CHANNEL-CODED SPACE-TIME BLOCK CODES
T T T3

—zy a1 —4 In Section IV, we have given a detailed illustration of
—z3 x4 T the concept of STB codes. Recently, Bauch [102] derived
—zy —x3 To a simple symbol-by-symbol MAP decoding rule for STB
Gs = zi T Ty (31) codes. The soft-outputs provided by the space-time MAP
—Ty T -4 decoder can be used as the input to channel decoders such
A T ) as, e.g., turbo codes, which may be concatenated for further
—T4, —T3  To improving the system’s performance. Accordingly, in this
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Fig. 7. System overview of STB codes and different channel coding schemes.

section, we concatenate STB codes with CCs [29], [103], applied the basic idea of turbo codes [38], [39] to TCM by re-
[104], turbo convolutional (TC) codes [38], [39], turbo taining the important properties and advantages of both struc-
BCH (TBCH) codes [84], TCM [20], [21], and TTCM tures. In the resultant TTCM scheme, two Ungerboeck codes
[80]. The performances and estimated complexities of the [20], [21] are employed in combination with TCM as com-
schemes will be studied and compared. We will also addressponent codes in an overall structure similar to that of turbo
the issue of mapping channel-coded bits of the TC and codes.
TBCH schemes to different protection classes in multilevel
modulations [101]. _ _ A. System Overview

CCs were first suggested by Elias [29] in 1955. The VA
was proposed by Viterbi [34], [35] in 1967 for the maximum A schematic of the proposed concatenated STB codes and
likelihood decoding of CCs. As an alternative decoder, the the different channel coding schemes is shown in Fig. 7. As
more complex MAP algorithm, which provides the optimum mentioned above, the investigated channel coding schemes
BER performance, was proposed by Bahl [37], although this are CC, TC codes, TBCH codes, TCM, and TTCM. The
was not significantly better than that of the VA. In the early information source in the transmitter of Fig. 7 generates
1970s, CCs were used in deep-space and satellite communitandom data bits. The information bits are then encoded by
cations. They were then also adopted by the Global Systemeach of the above five different channel coding schemes.
of Mobile Communications (GSM) [72] for the pan-Euro- However, as seen in Fig. 7 only the output binary bits of the
pean digital cellular mobile radio system. CC, TBCH, and TC coding schemes are channel interleaved.

In 1993, Berrotet al.[38], [39] proposed a novel channel  The role of the interleaver will be detailed in Section VI-B.
code, referred to as a turbo code. The turbo encoder consists The output bits of the TCM and TTCM scheme are passed
of two component encoders. Generally, CCs are used as thalirectly to the mapper in Fig. 7, which employs two different
component encoders and the corresponding turbo codes argnapping techniques. Gray mapping [78], [105] is used for
termed here as a TC code. However, BCH [72], [105] codes the CC, TBCH, and TC schemes, whereas set-partitioning
can also be employed as their component codes, resulting if20]-[22], [80] is utilized for the TCM and TTCM scheme.
the TBCH codes. They have been shown, e.g., by Hagenauebifferent modulation schemes are employed, namely, binary
etal.[84] and Niklet al.[86] to perform impressively atnear-  phase shift keying (BPSK), quadrature phase shift keying
unity coding rates, although at a higher decoding complexity (QPSK), 8-level phase shift keying (8PSK), 16-level quadra-
than that of the corresponding-rate TCs. ture amplitude modulation (16QAM), and 64-level quadra-

In 1987, Ungerboeck [20], [21] invented TCM by com- ture amplitude modulation (64QAM) [101].
bining the design of channel coding and modulation. TCM  Following the mapper, the channel-coded symbols are
optimizes the Euclidean distance between codewords andpassed to the STB encoder, as shown in Fig. 7. Below,

hence maximizes the coding gain. In [80], Robertsbil. we will investigate the performance of all the previously
z3 z3
o V2 V2
_ _ T3 3
o vz Ve
H, = T3 T3 (=21 =Ty + 29 —Ta) (=22 — T2+ 2 —71) (34)
VZoV2 2 2
T3 T3 (w2 4+T2+21 —T1) (=21 —T1 — 2+ T2)
V2 V2 2 2
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mentioned STB codes, hamely, that of tBe, Gs, G4, Hs, Table 3
and H, codes proposed in [23]-[25]. The corresponding Parameters of the Different Channel Encoders Used in Fig. 7
transmission matrices are given in (10) and (31)—(34),

. . ; tal No. No.
respectively. The coding rate and number of transmitters of Oc ° . °
the associated STB codes is shown in Table 2. The channels ~ ©°d generator | of | Decoding | of
are uncorrelated (or synonymously perfectly interleaved) polynomial | states | algorithm | iterations
narrow-band or nondispersive Rayleigh fading channels. Convolutional Code (CC)
This assumption does not contradict to requiring a constant CC(2,1,5) 23,33 16 VA -
channel mggr_witude ar_ld phase oyg(number of rows in cC(2,1,7) 171,133 64 VA -
the ltrgnsmssu}zfp .mattlrlx)l consicutlveI s.y:nblols,.smcde ut[;on cC@19) 561753 | 256 VA ~
applying a sy iciently long channel interleaving depth, Turbo Gonvelutional Code (TC)
the channels’ fading envelope can indeed become near
uncorrelated. We assumed that the narrow-band fading _LC213) 75 4 | Log-Map 8
amplitudes received from each transmitter antenna are _TC(214) 13,15 8 | Log-Map 8
mutually uncorrelated Rayleigh distributed processes. The TC(2,1,5) 23,35 16 | Log-Map 8
average signal power received from each transmitter antenna Turbo BCH Code (TBCH)
is the same. _Furthermore, we assume that the rgceiver has “TBcH(31,26) 45 32 | Log-Map )
a per_fect estimate of :[he phannels_ fading amphtudes. In TBCH(32,26) m 64 | LogMap 3
practice, the channels’ fading amplitude can be estimated,

) . ) TBCH(31,21) 3551 1024 | Log-Map 8
e.g., with the aid of pilot symbols [101].

At the receiver, the number of receiver antennas con-  _LECH(63.57) 103 64 | Log:Map 8
stitutes a design parameter, which is fixed to one unless ~ TBCH(127,120) M 128 | Log-Map 8
specified otherwise. The STB decoders apply the MAP or Trellis Coded Modulation (TCM)
Log-MAP decoding algorithm of [102] for the decoding 8PSK-TCM 103,30,66 | 64 VA -
of _the_ signals rec_eived _from_ Fhe different antennas. _Due 16QAM-TCM | 101,16,64 | 64 VA -
to |ts.|mplgmentat|onal ;lmpI|C|ty, the Log-MAP decoding Turbo Trellis Coded Modulation (TTCM)
algorithm is preferred in the proposed system. The soft

. ; ' . 8PSK-TTCM 11,24 8 | Log-Map
outputs associated with the received bits or symbols are
passed through the channel deinterleaver or directly to the =~ _16QAMTTCM | 232410 | 16 | Log-Map

TCM/TTCM decoder, respectively, as seen in Fig. 7. The

channel-deinterleaved soft outputs of the received bits areThe first entry of Table 3 is the CCC(2, 1, 5), which
then passed to the CC, TC, or TBCH decoders. The VA [34], was adopted by the GSM standardization committee in
[35] is applied in the CC and TCM decoder. By contrast, all 1982 [72], [107]. Then, in 1996, a more powerful CC, the
turbo decoder schemes apply the Log-MAP [39], [80], [84] (2, 1, 7) arrangement, was employed by the DVB [65]
decoding algorithm. The decoded bits are finally passed to standard for television, sound, and data services. Recently,
the information sink for calculation of the BER, as shown the Universal Mobile Telecommunication System (UMTS)

in Fig. 7. proposed the use of tHéC(2, 1, 9) scheme, which is also
shown in Table 3. The implementation of this scheme is
B. Channel-Codec Parameters about 16 times more complex than that of H€(2, 1, 5)

In Fig. 7, we have given an overview of the proposed scheme adopted by GSM some 15 years ago. This clearly
system. As we can see in Fig. 7, there are different channelshows that the advances of integrated circuit technology
encoders to be considered, namely, the CC, TC, TBCH, have substantially contributed to the performance improve-
TCM, and TTCM schemes. In this section, we present ment of mobile communication systems.
the parameters of all the channel codecs to be used in our As mentioned earlier, a turbo encoder consists of two
investigations. component encoders. Generally, two identical RSC codes

Table 3 shows the parameters of each channel encodelre used. Berroat al.[38], [39] used two constraint length
proposed in the system. We commence with the most & = 3, RSC codes, each having four trellis states. We
well-known channel code, namely, the CC. A CC is de- denote a TC code a¥C(n, k, K), wheren, &k, and K
scribed by three parametens k&, and K and it is denoted have their usual interpretations, as in CC. In [38] and
asCC(n, k, K). At each instant, £C(n, k, K) encoder [39], the MAP algorithm [37] was employed for iterative
acceptd: input bits and outputa coded bits. The constraint  decoding. However, in our systems, the Log-MAP decoding
length of the code i and the number of encoder states is algorithm [75] is utilized. The Log-MAP algorithm is a

equal to2—*. The channel-coded rate is given by more attractive version of the MAP algorithm, since it
i operates in the logarithmic domain in order to reduce the

R= ﬁ (35) computational complexity and to mitigate the numerical

n problems associated with the MAP algorithm [75]. The

Different code rates can be obtained by suitable puncturing number of turbo iterations was set to eight, since this yielded
[106] and we will elaborate on this issue later in the section. a performance close to the optimum performance associated
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Table 4 _ ' and, hence, results in a half-rate CC. However, in the DVB
g'r’]““'a“o” Parameters Associated With the CC and TCM standard [65], different puncturing patterns were proposed
annel Encoders in Fig. 7 . . . .
for the CC(2, 1, 7) code, which result in different coding
rates. These are also shown in Table 4.

Code Modula- Random . . .
) ) ) In Table 5, the simulation parameters of three different
Code Rate | Puncturing |  tion | BPS | interleaver turbo schemes, namely, those of the TC, TBCH, and TTCM
R | Pattern | Mode depth arrangements are given. Again, different code rates can be
Convolutional Code (CC) designed using suitable puncturing patterns, where the punc-
CC(2,1,5) 0.50 11 QPSK | 1.00 | 20,000 turing patterns seen in Table 5 consist of two parts. Specif-
CC(2,1,7) 0.50 1,1 QPSK | 1.00 | 20,000 ically, the associated different puncturing patterns represent
0.75 0,110 | 64QAM | 450 | 13,320 the puncturing patterns of the parity bits emanating from the
0.83 | 1010111010 | 64QAM | 5.00 | 12,000 f|rst and the second encod_er, respectively. These patterns are
cC@19) 050 " QPSK | 1.00 | 20,000 different from the punctl_mng patterns seen in Table 4. For
theTC(2, 1, 3) scheme, different puncturing patterns are em-
16QAM | 200 | 20,000 ployed for the various code ratés The puncturing patterns
64QAM | 3.00 | 20,004 were optimized experimentally by simulation in order to at-
Trellis Coded Modulation (TCM) tain the best possible BER performance. The design proce-
8PSK-TCM | 0.67 1,1 8PSK | 2.00 - dure for punctured turbo codes was proposed by Aakal.
16QAM-TCM | 0.75 11 16QAM | 3.00 - [87] in the context of BPSK and QPSK.

C. Complexity Issues and Memory Requirements

with an infinite number of iterations. In our investigations, In this section, the complexity issues and memory require-
we will consider the TC cod&'C(2, 1, 3), proposed in [38], ments of the proposed system are addressed. We will mainly
[39]. However, the more compleXC(2,1,4) code [108] focus on the relative estimated complexity and memory re-
was proposed by UMTS to be employed in the 3G mobile gquirements of the proposed channel decoders rather than at-

communication systems [1], [72], [109]. THEC(2, 1, 5) tempting to determine their exact complexity. Therefore, sev-
code is also interesting, since it is expected to provide eral assumptions are made in order to simplify our compar-
further significant coding gains over that of tH&)(2, 1, 3) ative study. In our simplified approach, the estimated com-
andTC(2,1,4) code. plexity of the whole system is deemed to depend only on

BCH codes [72] are used as the component codes in thethat of the channel decoders. In other words, the complexity

TBCH codes of Table 3. Again, TBCH codes have been associated with the modulator, demodulator, space—time en-
shown, e.g., by Hagenauer al. [8&] and Nikl et al. [86] to coder, and decoder as well as channel encoders are assumed
perform impressively at near-unity coding rates, although to be insignificant compared to the complexity of channel de-

; : : coders.
ﬁtemggogggng%%x(g’ ZHGe)n(]:Beég(;lurzi;uollgyégl(ngg-)l c:nrgpo Since tht_a estimated complexity of the_channe_l _decoders
BCH(127,120) are :'-zmp'loyed asjsho;/vn in Tabjle 3’ Finally. depends dlrect_ly on the_ number_ of trelll_s transmor_ns, 'Fhe
we also Envestigate TCM ar’wd TTCM. Both of tHem aré number of trellis transmons per mformatlon data bit will
employed in 8PSK and 160AM modﬁlation modes. This be used as the basis of our comparison. Several channel

. encoder schemes in Table 3 are composed of CCs. For the
results in 8PSK-TCM, _16QAM'TCM' 8PSK-TTCM, and binary CCCC(2, 1, K), two trellis transitions diverge from
16QAM-TTCM, respectively.

_ ) _ each of the2”—! states. Hence, we can approximate the
In Table 3, we give the encoding and decoding parame- complexity of aCC(2, 1, K) code as

ters of the different channel encoders employed. However, as 1
mentioned earlier, we can design codes of variable code rates comp{CC(2, 1, K)} =2 x 2"~
R by employing suitable puncturing patterns. By combining =2K, (36)

uncturing with different modulation modes, we could de- . . . .
P g The number of trellis transitions in the Log-MAP decoding

sign a system having a range of various throughputs, ex- . . )

pressed in terms of the number of bits per symbol (BPS), ?Lgn?/rgr:]trigfa?s\’zjrz%%teot?zttge?&rzgsﬁr%?itt?]r’r;hhznst?st c;frt_he

as shown in Tables 4 and 5. Some of the parameters in Ta-, ’ 9 yc P

bles 4 and 5 are discussed in depth during our further dis_form for_vvard as yveII as bac_kward recursion and soft output
- . . calculations, which results in traversing through the trellis

course, but significantly more information can be gleaned

. . three times. The reader is referred to [37] for further details
concerning these systems by carefully studying both tables. of the algorithm. For TC codes, we apply the Log-MAP de-
In Table 4, we summarize the simulation parameters of the

. coding algorithm for iterative decoding, assisted by the two
CC and TCM schemes employed. Since there are two coded.omponent decoders. Upon taking into account the number

bits (» = 2) for each data bit = 1), we have two possible  of trho decoding iterations as well, the complexity of TC
puncturing patterns, as shown in Table 4. A binary 1 means decoding is approximated by

that the coded bit is transmitted, whereas a binary 0 implies Kt _
that the coded bit is punctured. Accordingly, the puncturing comp{TC(2, 1, K)} =3x2x 257" x 2xNo. of Iterations
pattern (1, 1) simply implies that no puncturing is applied =3x 25+ x No. of Iterations. (37)
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Table 5
Simulation Parameters Associated With the TC, TBCH, and TTCM Channel Encoders in Fig. 7

Random Random
Code Modula- turbo (separation)
Code Rate Puncturing tion BPS | interleaver | interleaver
R Pattern Format depth depth
Turbo Convolutional Code (TC)
TC(2,1,3) 0.50 10,01 16QAM | 2.00 | 10,000 20,000
TC(2,1,4) 0.33 1,1 64QAM | 2.00 | 10,000 30,000
0.50 10,01 16QAM | 2.00 10,000 20,000
64QAM | 3.00 10,002 20,004
0.67 1000, 0001 64QAM | 4.00 10,000 15,000
0.75 100000, 16QAM | 3.00 9,990 13,320
000001 64QAM | 4.50 9,990 13,320
0.83 1000000000,
0000000001 64QAM | 5.00 10,000 12,000

0.90 | 100000000000000000,
000000000000000001 | 64QAM | 5.40 10,044 11,160

TC(2,1,5) 0.50 10,01 16QAM | 2.00 | 10,000 20,000
Turbo BCH Code (TBCH)

TBCH(31,26) 0.72 1,1 16QAM | 2.89 | 9,984 13,824
64QAM [ 4.33 | 9,984 13,824

TBCH(32,26) 0.68 11 8PSK | 2.05 | 9,984 14,592

TBCH(31,21) 0.51 1,1 16QAM | 2.04 [ 9,996 19,516

TBCH(63,57) 0.83 R S| 64QAM | 4.96 [ 10,032 12,144

TBCH(127,120) | 0.90 Ll 64QAM | 5.37 | 10,080 11,256

Turbo Trellis Coded Modulation (TTCM)
8PSK-TTCM 2/3 10,01 8PSK | 2.00 | 10,000 -
16QAM-TTCM | 3/4 10,01 16QAM | 3.00 | 13,332 -
In TCM, we construct a nonbinary decoding trellis [22]. For TBCH(n, k) codes, the complexity estimation is not

The TCM schemes of Table 3 hag8">~! trellis branches  as straightforward as in the previous cases. Its component
diverging from each trellis state, wheBPS is the number codes aré8CH(n, k) codes and the decoding trellis can be
of transmitted bits per modulation symbol. However, for each divided into three sections [44]. Assuming thkat> n — k,
trellis transition, we hav®8PS — 1 transmitted information  for every decoding instant, the number of trellis states is
data bits, since the TCM encoder typically adds one parity given [44]
bit per nonbinary symbol. Therefore, we can estimate the
complexity of the proposed TCM schemes as '

27 j=0,1,...,n—k—1

No. of States
“Thpa 1 (38) No. of States; =< 2" % j=n—kn—k+1,....k

comp{TCM} = 2851 BPS — 1

Similarly to TC, TTCM consists of two TCM codes and the 2, =kt k2 ”'(40)
Log-MAP decoding algorithm [80] is employed for itera- |t .an pe readily shown that
tive decoding. The associated TTCM complexity is then es-
timated as
n—k—1
comp{TTCM} onk _ 1= Z 27 (41)
=3 x 2BIS7L x No. of States x 2 x No. of Tterations =0
BPS -1 n
_3x 2PPS » No. of States x No. of Iterations 39 = Z 2nd (42)
N BPS -1 - (39 j=k+1
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Upon using the approximatioE?;é“_1 2 = PR

2n=d = 2k — 1 = 27% we can write the number of
decoding trellis states per information data bit as

2x2vF 4 f—(n—k)} x 27k
k
(2k —n +2) x 2nF
k .
Having derived the number of decoding trellis states per in-

formation data bit, we can approximate the complexity of
TBCH codes as

No. of States =

(43)

comp{TBCH(n, k)}
(2k—n +2) x 2nK
k
3% (2k—n+2) x 2"7*+2 x No. of Iterations
N k
With the complexity of each channel decoder in hands,

we will now derive their approximate memory require-
ments. Typically, the memory requirement of a channel

=3x2x x 2 X No. of Iterations

. (44)

decoder depends directly on the number of trellis states

in the entire coded block. Therefore, in this section, the

number of trellis states per coded block serves as the basi

decoding trellis states in the constituent BCH codewords.
From (43), we can estimate the associated memory require-
ments as

mem{TBCH(n, k)} = 3 x (2k —n +2) x 2"7*. (49)

Applying (36)—(49), we summarize the estimated com-
plexity and memory requirements of the channel decoders
characterized in Table 3. Explicitly, assuming that there are
10 000 information data bits per coded block, the associated
estimated complexity and memory requirements are then
given in Table 6. Note that the block length of TCM and
TTCM is expressed in terms of the number of symbols per
coded block, since these schemes are symbol-oriented rather
than bit-oriented.

VI. PERFORMANCERESULTS

In this section, unless otherwise stated, all simulation re-
sults are obtained over uncorrelated (or perfectly interleaved)
narrow-band or nondispersive Rayleigh fading channels. As
stated before, this does not contradict requiring a constant
channel magnitude and phase oxetonsecutive time slots
in (8), since upon applying a sufficiently high interleaving

%epth, the channel’s fading envelope can be indeed uncorre-

of a relative memory requirement comparison between theIated Our assumptions are that:

channel decoders studied. For a binary CC, observation of

the VA has shown that typically all surviving paths of the
current trellis state emerge from trellis states not “older”
than approximately five times the constraint lengftj101].
Therefore, at any decoding instant, only a sectioh ef K

trellis transitions has to be stored. We can then approximate

the associated memory requirement as

mem{CC(2, 1, K)} =281 x 5 x K. (45)

Again, as highlighted in [37], the Log-MAP algorithm re-
quires the storage of, «, andg values. Hence, for the same
number of decoding trellis states, the Log-MAP algorithm re-

quires about three times more memory than the classic VA.

1) the fading amplitudes are constant acresonsecu-
tive transmission slots of the STB codes’ transmission
matrix;

2) the average signal power received from each trans-
mitter antenna is the same;

3) the receiver has perfect knowledge of the channels’
fading amplitudes.

We note that the above assumptions are unrealistic, yielding
the best-case performance, nonetheless facilitating the per-
formance comparison of the various techniques under iden-
tical circumstances.

In the following sections, we compare the performance of

various combinations of STB codes and channel codes. As

Consequently, we can estimate the memory requirement ofmentioned earlier, various code rates can be used for both

the TC code as

mem{TC(2, 1, K)} = 3x 2"~ x Block Length. (46)

Similarly to CCs, we can approximate the memory re-
quirements of TCM as

mem{TCM} = No. of States x Block Length. (47)

Following similar arguments, the memory requirements of
TTCM employing the Log-MAP algorithm can be approxi-
mated as

mem{TTCM} = 3 x No. of States x Block Length.
(48)

the STB codes and for the associated channel codes. The dif-
ferent modulation schemes employed result in various effec-
tive throughputs. Hence, for a fair comparison, all different
systems are compared on the basis of the same effective BPS
throughput given by

BPS = R, x R, x modulation throughput (50)
where R, and R, are the code rates of the STB code and
the channel code, respectively.

A. Performance Comparison of Various STB Codes Without

Channel Codecs
In this section, the performances of various STB codes

The estimation of the memory requirements of TBCH without channel codes are investigated and compared. All
codes is again different from that of the other channel codesthe investigated STB codes, namely, e, Gi, G4, Hs,

considered. Specifically, their memory requirement does not andH, codes [23]-[25] have their corresponding transmis-
directly depend on the number of decoding trellis states in sion matrices given in (10) and (31)—(34), respectively. The
a coded TBCH block. Instead, it depends on the number of encoding parameters are summarized in Table 2.
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Table 6
Complexity and Memory Requirements of the Different Channel Decoders Characterized in Table 3

No. No. of
Code of states per | Iteration | Block | Complexity Memory
states | data bit No length requirement
Convolutional Code (CC)
CC(2,1,5) 16 16 - 10,000 32 400
CC(2,1,7) 64 64 - 10,000 128 2,240
CC(2,1,9) 256 256 - 10,000 512 11,520
Turbo Convolutional Code (TC)
TC(2,1,3) 4 4 8 10,000 384 120,000
TC(2,1,4) 8 8 8 10,000 768 240,000
TC(2,1,5) 16 16 8 10,000 1,536 480,000
Turbo BCH Code (TBCH)
TBCH(31,26) 32 28 8 31 2,718 2,208
TBCH(32,26) 64 54 8 32 5,199 4,224
TBCH(31,21) 1,024 634 8 31 60,855 39,936
TBCH(63,57) 64 60 8 63 5,713 10,176
TBCH(127,120) | 128 123 8 127 11,776 44,160
Trellis Coded Modulation (TCM)
8PSK-TCM 64 32 - 5,000 128 320,000
16QAM-TCM 64 21 - 3,333 171 213,312
Turbo Trellis Coded Modulation (TTCM)
8PSK-TTCM 8 4 8 5,000 768 120,000
16QAM-TTCM | 16 5 8 3,333 2,048 159,984
1) Maximum Ratio Combining and the Space-Time BER against E/Ny
CodeGs: Fig. 8 shows the performance of MRC and the 2
space-time codé:» using BPSK over uncorrelated Rayleigh 10 J%EE% o Mo sme Y
fading channels. It is assumed that the total power received ’ W* :\ﬁm O MRC (1 Tx, 4Rx)
from both transmit antennas in the space-time-coded system  * < o gz 8 }: éﬁg
using G of (10) is the same as the transmit power of the 10 %;) Aﬁ%&\ :
single transmit antenna assisted MRC system. It can be seen \?&\ SN =0
in Fig. 8 that the performance of the space-time cGte & 2 Xl
is about 3 dB worse than that of the MRC technique using ©'*, 5 === =
two receivers, even though both systems have the same , R 2 YN S
diversity order of two—thds, code uses two transmitters, - N Ro N\ AA% |
while the MRC scheme two receivers. The 3-dB penalty s S — =
is incurred because the transmit power of each antenna in , S XX A
the G» space-time-coded arrangement is only half of the ;s \ o X =N
transmit power in the MRC assisted system. It is shown in o 5 10 B g:,NO(dzg) 3% 408
Fig. 8, however, that at a BER of 10, a diversity gain
of 20 dB is achieved by the space-time code. If we Fig. 8. Performance comparison of the MRC technique and

increase the diversity order to four by using two receivers, Space-time codez. using BPSK over uncorrelated Rayleigh

the space-time cod€&, achieves a diversity gain of 32 fading channels.

dB. However, there is still a 3-dB performance penalty

as compared to the conventional MRC technique using 2) Performance of 1-BPS Schemdsigs. 9 and 10 com-
four receivers. The advantage of the space-time-codedpare the performances of the space—time céglgdG;, and
scheme is nonetheless that the increased complexity of theG, having an effective throughput of 1 BPS over uncorre-
space-time-coded transmitter is more affordable at the BSlated Rayleigh fading channels using one and two receivers,
than at the MS, where the MRC receiver would have to be respectively. BPSK modulation was employed in conjunc-
located. tion with the space—time codg,. As shown in Table 2, the
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BER against E,/N, Table 7
Coding Gain of the STB Codes of Table 2 Over Uncorrelated

2
10.14% A (1Tx, 1Rx), BPSK Rayleigh Fading Channels at BER10~°
5 A — $ G, (2Tx, 1 Rx), BPSK
: i\&\@\ Ly O G;3(3Tx, 1 Rx), QPSK One receiver Two receivers
2 * G4 (4 Tx, 1 Rx), QPSK
107 u\&éﬁ Code | Rate | 1 BPS | 2BPS | 3 BPS | 1 BPS | 2 BPS | 3 BPS
s === == G | 1 | 195 | 196 | 191 | 309 | 309 | 301
5 \‘*“\Q& G3 1/2 | 252 | 21.8 | 200 | 332 | 296 | 276
-3
A = Gy | 1/2 | 279 | 243 | 224 | 343 | 307 | 288
PNY
, R N Hs | 3/4] - 224 | 24.0 - 30.1 | 319
10 \ \)& b\@ H, 3/4 - 24.8 22.6 - 31.2 33.0
5 — T
X Moo
2 .
o* SN N BER against E,/Ny
0 5 10 15 20 25 2
E/No(dB) 10" Jf
s 3
Fig. 9. Performance comparison of the space-time c6glesG s
and G, of Table 2 at an effective throughput of 1 BPS using one z =
receiver over uncorrelated Rayleigh fading channels. 10° %
5
BER against E,/N, % -
2 m10” =——- XA\E
10" %%\ % J 5 — —
= = — A (1Tx, 1 Rx), QPSK ]
% 71 O G,(2Tx 1 Rx), QPSK
2 107 | O G;(3Tx 1Rx), 16QAM
107 i 5| * Gy(4Rx, 1Rx), 16QAM
5 = | & H)GTc1 Ry, 85K 5
VN 4 X, X),
Eé : \\\E‘i\\‘\ 10.50 2 4 6 8 10 12 14 16 18 20 22\>\2(4 26
m10? = Ey/Ny(dB)
: ANV
2 AN kY Fig. 11. Performance comparison of the space-time cddes
10| A (1Tx, 1Rx), BPSK N \% G3, G4, Hs, andH, at an effective throughput of approximately 2
s| & 6 (2’Tx 5 kx) BPSK = X BPS using one receiver over uncorrelated Rayleigh fading channels.
o Gj 3 Tx’ 5 Rx)’ QPSK > <% Associated parameters of the space—time codes are summarized in
?| * Gi@4Tx 2Rx), QPSK < Table 2.
0% 2 4 6 8 10 12 14
Ey/No(dB) QPSK modulation is used, while th&; and G, codes
Fig. 10. Performance comparison of the space—time cddgs employ 16QAM conve_ylng 4 BPS. Hence, the effective
Gs, andG, of Table 2 at an effective throughput of 1 BPS using throughput is 2 BPS, sincé&; and G, are half-rate codes.
two receivers over uncorrelated Rayleigh fading channels. Since the code rate of tHHs; and H, codes is 3/4, 8PSK

modulation was employed in this context, resulting in a
space-time codds ;s andGy are half-rate codes. Therefore, throughput of 3x 3/4 = 2.25 BPS, which is approximately
QPSK modulation was used in the context@§ and G4 2 BPS. We can see in Fig. 11 that at high BERs or low
in order to retain a throughput of 1 BPS. It can be seen in E;, /Ny values, theG, code slightly outperforms the others.
Fig. 9 that at a BER of 10°, the space—time cod€%; and However, the situation is reversed when the system is
G, give about 5- and 7.5-dB gain over tl#s, code, respec-  operated at a low BER or high;, /N, values. At a BER of
tively. Ifthe number of receivers is increased to two, as shown 102, the codeG. only gives a diversity gain of 5 dB over
in Fig. 10, the associatdg, / Ny gain reduces to about 1-and  the G, code. This is a 2.5-dB loss compared to the 7.5-dB
3.5-dB, respectively. The reason is that over the perfectly in- gain achieved by the system transmitting at an effective
terleaved flat-fading channel considered much of the attain- throughput of 1 BPS in the previous section. This is because
able diversity gain is already achieved using@gecode and the more vulnerable 16QAM scheme was used for the
two receivers. The associated gains of the various schemes aspace—time cod€r,. Since the 16QAM signal constellation
a BER of 10°° are summarized in Table 7. is more densely packed compared to QPSK, it is more prone

3) Performance of 2-BPS Schemds: Fig. 11, we to errors. Moreover, the space—time cdde has no error
compare the performances of the space-time codescorrection capability to correct the extra errors induced
G., G3, G4, H3 andH, proposed in [23]-[25] using the by employing a more vulnerable higher order modulation
encoding parameters summarized in Table 2. The perfor-scheme. Hence, this results in a poorer performance. If
mance results were obtained over uncorrelated Rayleighthe throughput of the system is increased by employing a
fading channels using one receiver and the effective higher order modulation scheme, the space-time dgade
throughput of the system is about 2 BPS. For Gyg code, will suffer even higher performance degradations, as shown
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BER against E/N, BER against Ey/Ny

5
5 T
|
2 2 1 %
2 A
10 102 §5
5 XS 5 t Y
ha N X S !
o e 2
2o R R N £ 3
m10° = %Z 0% et e 5 L_|
5 e N — Asas : 3 x
,| & aTx 1Ry, 8PSK R TR X A& (1Tx, 1 Rx), 8PSK 3 e
| © G:(2Tx 1Ry, 8PSK 2| O G,(2Tx, 2Rx), 8PSK 2
10*| O G, (3Tx, 1Rx), 64QAM == = 10*| O G;(3 Tx, 2Rx), 64QAM % S
s| * G4(4Tx, 1Rx), 64QAM ——\ 5| * G4(4Tx, 2Rx), 64QAM ——
Q H,; (3 Tx, 1 Rx), 16QAM L RN A Q H, (3 Tx, 2Rx), 16QAM
2 & H, (4 Tx, 1 Rx), 16QAM PYRERAN z & H, (4 Tx, 2Rx), 16QAM R N R
09072 4 6 8 10 12 14 16 18 20 22 24 26 28 30 01 2 3 45 6 7 8 91011121314151617 1819
Ey/Ng(dB) Ey/Ny(dB)
Fig. 12. Performance comparison of the space-time cddes Fig. 13. Performance comparison of the space-time cddes
G3, G4, H3, andH, of Table 2 at an effective throughput of 3 Gs, G4, Hs, andH, of Table 2 at an effective throughput of 3 BPS
BPS using one receiver over uncorrelated Rayleigh fading channels. using two receivers over uncorrelated Rayleigh fading channels.

Section VI-A4. Since the space-time co@g of Table 2 andH, codes of Table 2 outperform both tf#; and theG,
is also a half-rate code, similarly to ti&, code, it suffers codes. Specifically, we can see thatHig code attains about

from the same drawbacks. 2-dB gain over thes,, code, even though it has a lower di-
In Fig. 11, we also show the performance of the three- versity order.
guarter rate space—time codds andH, of Table 2. Both If we increase the number of receivers to two, a scenario

theH, andG, codes have the same diversity order of four in characterized in Fig. 13, the performance degradation of the
conjunction with one receiver. However, at a BER of 10 space-time code&; andG, is even more pronounced. At
the performance of th&l, code is about 0.5 dB better than a BER of 107?, the performance gain of tHH, code over
that of theG, code. This is again due to the higher order the G, code is approximately 4 dB compared to the 0.5-dB
modulation employed in conjunction with the half-rate code gain, when the system'’s effective throughput is only 2 BPS,
G4 in order to maintain the same throughput. As noted ear- as shown in Fig. 11.

lier, the higher order modulation schemes are more suscep- Studying Figs. 9-13, we may conclude two important
tible to errors and hence the performance of the system inpoints. First, the space—time codés and G, of Table 2
conjunction with theG; or G4 code of Table 2 is worse than  suffer from having a code rate of half, since this significantly
that of theH; or H, code having the same diversity order, reduces the effective throughput of the system. In order to
respectively. The associated gains of the various schemes atnaintain the same throughput as the unity réte code,

a BER of 10°® are summarized in Table 7. higher order modulation schemes, such as 64QAM, have
4) Performance of 3-BPS Schemdsigs. 12 and 13show  to be employed. This results in more channel errors, since
performance comparisons for the space—time c6de$s, the constellation points of the higher order modulation

G4, Hs, andH, of Table 2 at an effective throughput of 3 schemes are more densely packed. Due to their lack of
BPS over uncorrelated Rayleigh fading channels using oneerror correcting capability, th€&; and G, codes suffer
and two receivers, respectively. When using@ecode, we performance losses compared to €he code. Second, if the
employ 8PSK modulation. Sinc&s; and G4 are half-rate number of receivers is increased to two, the performance
codes, 64QAM is employed in order to obtain an effective gain of theGs, G, Ha, or H, codes over theG, code

throughput of 3 BPS. By contrast, for tii#; andH, codes, becomes smaller. The reason behind this phenomenon is that
which have a code rate of 3/4, 16QAM was used in order to much of the attainable diversity gain was already achieved
ensure the same throughput ok43/4 = 3 BPS. using theG» code and two receivers. The associated gains

In Fig. 12 we can see that at a BER of PQ the diversity of the various schemes at a BER of P0are summarized
gain of theG, code over thes, code is further reduced to  in Table 7.

about 3 dB. There is only a marginal diversity gain for g 5) Channel-Coded STB Code#n the previous sections,
code over th&, code. As alluded to in the previous section, we have shown that without channel coding, the performance
64QAM in conjunction with the space—time co€ig or G, of the unity-rate space—tim@- code is inferior to the lower
has a densely packed signal constellation and, hence, thigate space—time codes, namely, to that oféhg G4, Hs,
scheme is prone to errors. At the higher BER of1aheG. andH, schemes. Since the space—time cGHehas a unity
code outperforms th&s; andG, codes by approximately 3  code rate, half-rate turbo codes can be employed for im-
and 4 dB, respectively. proving the performance of the system. In Fig. 14, we com-

Due to the associated higher order modulation scheme em-pare the performance of the half-raf€’(2, 1,4) code con-
ployed, we can see in Fig. 12 that at a BER of 10theH3 catenated with the space—time codg and with the STB
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A Gy R=1, TC(2,1,4), R=1/2, 64QAM
O Gy, R=1/2, uncoded, 64QAM

O H,, R=3/4, uncoded, 16QAM

* H,, R=3/4, TC(2,1,4), R=2/3, 64QAM
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Fig. 14. Performance comparison of the half-rat€ (2, 1, 4) code
concatenated with the space-time cééle and the STB code& 4
andH,. Associated parameters are shown in Tables 2, 3, and 5. All
simulation results were obtained at an effective throughput of 3 BPS
over uncorrelated Rayleigh fading channels.

codesG, andH,. Both the space-time cod€s, andH,
have a diversity gain of four and a code rate of 1/2 and 3/4,

respectively. The associated parameters are shown in Table

modulation schemes used are BPSK, QPSK, 8PSK, 16QAM,
and 64QAM. Gray mapping [100], [101], [105] is employed
to map the bits to the QPSK, 8PSK, 16QAM, and 64QAM
symbols. In higher order modulation schemes, such as 8PSK,
16QAM, and 64QAM, there are several transmitted bits per
constellation point. However, the different bit positions of
the constellation points have different noise-protection dis-
tances [101]. More explicitly, the protection distance is the
Euclidean distance from one constellation point to another,
which results in the corruption of a particular bit. A larger
noise-protection distance results in a higher integrity of the
bit and vice versa. Therefore, for the different bit positions
in the symbol, we have different protections for the trans-
mitted bits within the phaser constellation of the nonbinary
modulation schemes. It can be readily shown that in 8PSK
and 16QAM, we have two protection classes, namely, class
| and Il [101], [105], where the class | transmitted bits are
more protected. Similarly, in 64QAM, we have three protec-
tion classes, namely, |, I, and 11 [101], where the transmitted
bits in class | are most protected, followed by class Il and
class III.

In our system, the parity bits are generated by binary
channel encoders, such as the CC, TC, and TBCH schemes
gor protecting the binary data bits. However it is not intuitive

2, 3, and 5. Suitable modulation schemes were chosen so thawhether the integrity of the data or parity bits is more

all systems had the same throughput of 3 BPS. All simula-

tion results were obtained over uncorrelated Rayleigh fading

channels.

From Fig. 14, we can see that a huge performance

important in yielding a better overall BER performance. For
example, if the parity bits are more important, it is better
to allocate the parity bits to the better protection classes in
higher order modulation scheme and vice versa. Therefore,

improvement is achieved by concatenating the space—timem this section, we will investigate the performance of

code G- with the half-rate codd'C(2,1,4). At a BER of

10~?, this concatenated scheme attains a coding gain of 16

and 13 dB compared to the space—time co@gsand H.,
respectively. This clearly shows that it is better to invest
the parity bits associated with the code-rate reduction in

different channel codes along with different bit mapping
schemes. The effect of the bit interleaver seen in Fig. 7 is
studied in conjunction with binary channel codes as well.

1) Turbo Convolutional Codes—Data and Parity Bit
Mapping: We commence by studying half-rate TC codes,

the concatenated turbo code, rather than in nonunity-rateWhICh are characterized in Table 3. An equal number of

STB codes. In Fig. 14, we also show the performance
the space—time codH, concatenated with the punctured
two-third-rate codeTC(2,1,4). Fig. 14 shows that the
TC(2,1,4) code improves the performance of the system
tremendously, attaining a coding gain of 11 dB compared to
the nonturbo-coded space—time cddg at BER= 107°.
However, its performance is still inferior to that of the
half-rateTC(2, 1, 4)-coded space—time codg,.

In conclusion, in Fig. 14, we have seen that the reduc-
tion in coding rate is best assigned to turbo channel codes
rather than space—time codes. Therefore, in all our forth-
coming simulations, all channel codecs of Table 3 are con-
catenated with the unity-rate space—time c@ginstead of
the nonunity-rate space—time codesg, G4, Hs, andH, of
Table 2.

B. Mapping Binary Channel Codes to Multilevel
Modulation

As mentioned earlier in our investigations, different mod-
ulation schemes are employed in conjunction with the bi-

of parity and data bits are generated by the half-rate TC codes

and they are mapped to the protection classes of the 16QAM
scheme considered. Again, in the Gray-mapping-assisted
16QAM constellation, there are two protection classes [101],
class | and Il, depending on the bit position. Explicitly, there
are 4 BPS in the 16QAM constellation and two of the bit
positions are more protected than the remaining two bits.

In Fig. 15, we compare the performance of various parity
and data bit mapping schemes for the: I()(2, 1, 3); 2)
TC(2,1,4); and 3)TC(2, 1, 5) codes. The curve marked by
triangles represents the performance of the TC codes, when
allocating the parity bits to the higher integrity protection
class | and the data bits to the lower integrity protection class
II. On the other hand, the performance curve marked by dia-
monds indicates the allocation of data bits to protection class
I, while the parity bits are assigned to protection class Il.

In Fig. 15(a), we can see that at Id#y /N, values, the per-
formance of thél'C(2, 1, 3) code when allocating the parity
bits to protection class | is worse than allocating the data bits
to protection class |. However, fdt, /N, values in excess
of about 4 dB, the situation is reversed. At a BER of 10

nary channel codecs CC, TC, and TBCH. Specifically, the there is a performance gain of about 1 dB when using the
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2
g@% A BCH(74),R=0.57
10! PR R { BCH(63,36), R=0.57
=X O BCH(127,71), R=0.56
5
\ggﬁ\
2
A
\ A
A TC(2,1,3) Parity - Class [ ax - 107
; O TC(2,1,3) Data - Class I Y b
105, 1 2 3 4 5 6 s R %
Ey/Ny(dB) R
(@) i I\ 3
2 AVEIIAN
10 3
5 2, 1o 0 1 2 3 4 5 6 7
2 \ Ey/Ny(dB)
107 %
d % Fig. 16. Performance comparison of hard decision algebraic
5 § decoding of different BCH codes having approximately the same
F’-“OS %—ﬁ : code rate of? = 0.57, using BPSK over AWGN channels.
) i
3 % i ;
°, 1ot L0 Pty Oroet 5 gaussian noise (AWGN) channels. All BCH codes charac-
1y ty - & N A B .
HE TCEZ,IA;DZ’;y,c@:SI “\‘\ terized in Fig. 16 have approximately the same code rate,
105, 1 2 3 4 5 6 which isR = 0.57. From Fig. 16, we can see that at a BER
Ey/No(dB) of 1073, the performance of the BCH codes improves with

an increasing codeword length However, at a high BER
or low E, /Ny value, we can see that the performance of
the BCH(7,4) code is better than that of tH&CH(63, 36)

2
-1
5
2 andBCH(127,71) codes, which are stronger channel codes,
10‘2 i.e., because stronger codes have many codewords having a
o . large free distance. At low signal-to-noise ratios, we have
oo o .
M 10 bad channel conditions and, hence, the channel might corrupt
: even those codewords having a large free distance. Once they
10* are corrupted, they produce many erroneous information bits,
"t A TC@,1,5) Parity - Class | ‘\\ ‘ a phenomenon which results in a poorer BER performance.
s L9 TC@ 1) Daia- Clas | Tl In Fig. 15(b), we show the performance of tBE(2, 1, 4)
0 ! Eb/Nf)(dB) 6 cpde using the same data and parity bit allocation as in
© Fig. 15(a). The figure clearly shows that tH&C(2,1,4)
scheme exhibits a better performance fdy/Ny values
Fig. 15. Performance comparison of various data and parity bit below about 4.7 dB, if the data bits are more strongly
allocation schemes for the (@)C(2, 1, 3), (b) TC(2,1,4), and (c) d th h " bi is al f he fi
TC(2,1,5) codes, where the parameters are shown in Table 3. All protecte .t an_ t e parity bits. It is also seen from the 'gure
simulation results were obtained upon employing the space—time that the situation is reversed fd, /Ny values above this
codeG; using one receiver and 16QAM over uncorrelated Rayleigh point. This phenomenon is different from the behavior

fading channels at an effective throughput of 2 BPS. . .
"o v Hgnpu of the TC(2,1,3) scheme, since the crossover point of

the curves occurs at a significantly lower BER. The same
TC(2, 1, 3) arrangement with the parity bits allocated to pro- situation can be observed for the BCH codes characterized
tection class I. We surmise that by protecting the parity bits in Fig. 16, where we can see that the performance curve of
better, we render th&C(2, 1, 3) code more powerful. This  the BCH(127,71) code crosses the performance curve of
is related to the observation that stronger channel codes typi-the BCH(63, 36) scheme at&, /Ny = 4 dB. This value is
cally perform worse than weaker codes at lbyy' N, values, lower than the crossover point of the performance curves of
but naturally, these stronger codes outperform their less pow-the BCH(63, 36) and BCH(7, 4) codes. Hence, the trend is
erful counterparts at high, /Ny values. This is justified by  that the crossover point of stronger codes is shifted to right
the fact that the more powerful and, hence, higher minimum of the figure. Hence, the crossover point of the performance
distance codes are expected to inflict a higher number de-curves of stronger codes will occur at lower BERs and
coding errors in case of an erroneous decision, which fre- shifted to the right on the”, /N, scale. From the above
quently occur undek;, /N, conditions. This is further justi-  argument, we can speculate also in the context of TC codes
fied in Fig. 16. Here, we show the performance of hard-de- that since theI'C(2,1,4) scheme is a stronger code than
cision algebraic decoding of tHeCH(7,4), BCH(63, 36), the TC(2,1,3) arrangement, the crossover point of the
and BCH(127,71) codes using BPSK over additive white associated performance curves 1€(2,1,4) is at a lower
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BER than that of théI'C(2,1,3) code and appears to be IL=-|0|1|2|3|4|5|6|7|3|9
shifted to right on thes, /N, scale. o

Let us now consider the same performance curves in the in{{e?’i'eda%’fﬁ Out
context of the significantly strongerC(2,1,5) code in g
_Fig._ 15(c)._ The figure clearly shows that better pe_rformance Fig. 17. Random-separation-based interleaving.
is yielded in the observed range, when the data bits are more
strongly protected. Unlike in Fig. 15(a) and (b), there is no
visible crossover point in Fig. 15(c). However, judging from 1) it separates the data bit from the parity bits generated
the gradient of both curves, if we were to extrapolate the for its protection into different modulated symbols;
curves in Fig. 15(c), they might cross at BER10 . The 2) itrandomly maps the data and parity bits into different
issue of data and parity bit mapping to multilevel modulation protection classes in multilevel modulation schemes.
schemes was also addressed by @bé#fl.[78]. However, the The first-level effect of the random interleaver is to improve
authors only investigated the performance of the&(2, 1, 5) the performance of the binary channel codecs. In contrast, the
code and stated that better performance is achieved bysecond-level effect may have a negative impact on the per-
protecting the data bits more strongly. Additionally, we note formance of the channel codecs because the data and parity

here that the situation was reversed forTe(2, 1, 3) code, bits are randomly mapped to the different protection classes
where better performance was achieved by protecting therather than assigning the more vulnerable bits consistently to
parity bits more strongly. the higher integrity protection class.

Hence, from the three subfigures of Fig. 15, we can draw  In order to eliminate the potentially detrimental second
the following conclusions for the mapping of the data and effect of the random interleaver, we propose to invoke a
parity bits to the different protection classes of the mod- so-called random-separation-based interleaver. Explicitly,
ulated symbol. For weaker half-rate turbo codes, such asFig. 17 shows an example of the random-separation-based
the TC(2, 1, 3) arrangement, it is better to protect the parity interleaving employed. The objective of random-separa-
bits more strongly. On the other hand, for stronger half-rate tion-based interleaving is to randomly interleave the bits
turbo codes, such as ti&>(2, 1, 4) andTC(2, 1, 5) schemes,  within the same protection class of the multilevel mod-
better performance is achieved by protecting the data bitsulated symbols. If 8PSK modulation is used, 3 BPS are
more strongly. From our simulation results, we found that the transmitted. Hence, for every 3-bit spaced position, the
same scenario also applies to turbo codes having code ratesits will be randomly interleaved. For example, in Fig. 17,
lower or higher than half rates, as shown in Table 5. Based onwe randomly interleaved the bit positions 0, 3, 6,.9,.
these facts, we continue our investigations into the effect of Similarly, bit positions 1, 4, 7,.. and 2, 5, 8.... will be
interleavers in an effort to achieve an improved performance. randomly interleaved as well.

2) Turbo Convolutional Codes—Interleaver Effects: In Fig. 18, we investigate the effects of both a random in-
Fig. 7, we have seen that a bit-based channel interleavererleaver and those of a random-separation-based interleaver
is employed for the CC, TC, and TBCH codes. Since our on the performance of th&#C(2, 1,3) code. The encoding
performance results are obtained over uncorrelated Rayleighparameters of th&'C(2, 1, 3) code are shown in Table 3.
fading channels, the purpose of the bit-based interleaver is toThe simulation results were obtained in conjunction with the
disperse bursts of channel errors within a modulated symbol, space-time codé&- using one receiver and 16QAM over
when it experiences a deep fade. This is vital for TC codes uncorrelated Rayleigh fading channels. The performance
because according to the turbo code structure proposed byurves marked by the triangles and diamonds were obtained
Berrouet al. in [38] and [39], at the output of the turbo by protecting the parity bits and data bits more strongly,
encoder, a data bit is followed by the parity bits generated for respectively. Recall that the same performance curves were
its protection against errors. Therefore, in multilevel modu- also shown in Fig. 15(a).
lation schemes a particular modulated symbol could consist As mentioned earlier, the random interleaver has two dif-
of the data bit and its corresponding parity bits generated ferent effects on the performance of binary channel codes. It
for its protection. If the symbol experiences a deep fade, the randomly maps the data and parity bits into different protec-
demodulator would provide low-reliability values for both tion classes, which might have a negative impact on the per-
the data bit and the associated parity bits. In conjunction formance of the channel codecs. Additionally, it may sepa-
with low-reliability information, the turbo decoder may fail  rate the data bits and parity bits generated for their protection
to correct errors induced by the channel. However, we caninto different modulated symbols, which on the other hand,
separate the data bit from the parity bits generated for its may improve the performance. In Fig. 18, the random-in-
protection into different modulation symbols. By doing so, terleaver-based performance curve is marked by the hearts,
there is a better chance that the demodulator can providewnhich is similar to that of th&'C(2, 1, 3)-coded scheme pro-
high-reliability parity bits, which are represented by another tecting the parity bits more strongly. This suggests that the
modulation symbol, even if the data bit experienced a deep above-mentioned positive effect of the random interleaver is
fade and vice versa. This will assist the turbo decoder in more pronounced than the negative effect in the context of
correcting errors. the TC(2, 1, 3)-coded scheme. On the other hand, based on

More explicitly, the random interleaver shown in Fig. 7 has the evidence of Fig. 15(a), the random-separation-based in-
two different effects on the binary channel codes, namely: terleaver was ultimately applied in conjunction with the allo-
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Fig. 18. Performance comparison between different bit-to-symbol
mapping methods for th&'C(2,1,3) code in conjunction with
the space—time cod&. using one receiver and 16QAM over
uncorrelated Rayleigh fading channels at an effective throughput of
2 BPS. Encoding parameters of th€’(2, 1, 3) code are shown in
Table 3.

cation of the parity bits, rather than the data bits into protec-

tion class I. The interleaver randomly interleaves the coded

bits within the same protection class of a block of trans-
mitted symbols. Therefore, the parity bits remain more pro-

tected compared to the data bits and yet they have been ran-

domly interleaved within the set of parity bits. In Fig. 18,

the performance of the random-separation-based interleaver, & .

marked by circles, is about 0.5 dB better than that of the
TC(2,1, 3)-coded scheme with the parity bits allocated to
protection class I.

Similarly to Fig. 18, Figs. 19 and 20 show the perfor-
mances of thel'C(2,1,4) and TC(2,1,5) codes, respec-
tively, using different bit-to-symbol mapping methods. All
simulation results were obtained in conjunction with the
space—time codé&, using one receiver and 16QAM over

uncorrelated Rayleigh fading channels. The encoding pa-

rameters of th&d'C(2, 1,4) andTC(2, 1, 5) codes are shown
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Fig. 19. Performance comparison between different bit-to-symbol
mapping methods for th&'C(2,1,4) code in conjunction with
the space—time cod&: using one receiver and 16QAM over
uncorrelated Rayleigh fading channels at an effective throughput of
2 BPS. Encoding parameters of th€’(2, 1,4) code are shown in
Table 3.
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Fig. 20. Performance comparison between different bit-to-symbol

mapping methods for th&'C(2,1,5) code in conjunction with

in Table 3. Unlike Fig. 18, the random-separation-based the space—time cod€:, using one receiver and 16QAM over

interleaver was applied in conjunction with the allocation of

uncorrelated Rayleigh fading channels at an effective throughput of
2 BPS. Encoding parameters of th€’(2, 1, 5) code are shown in

the data bits, rather than the parity bits to protection class I. It Table 3.

can be seen from Figs. 19 and 20 that the performance of the

random-interleaver and random-separation-based interleaveBPSK. All simulation results were obtained with the aid
is similar. This again suggests that the above-mentionedof the space—time cod&- using one receiver and 8PSK
positive effect yielded by the random-based interleaver is over uncorrelated Rayleigh fading channels. Again, the
more pronounced than its detrimental effect in the context encoding parameters of thEBCH(32, 26) code are shown

of both theTC(2,1,4) andTC(2, 1, 5) schemes.

in Tables 3 and 5. Th& BCH(32, 26) code was chosen for

In conclusion, the simulation results presented in this sec- our investigations because the parity bits of the constituent

tion demonstrate that at a BER of 19 the half-rate turbo

encoders were not punctured and hence this resulted in a

codes using a random-separation-based interleaver attain theode rate ofR =~ 2/3. Roughly speaking, for every two
best performance, albeit for certain schemes only by a smalldata bits, there is one parity bit. Similarly to 16QAM, in
margin. Therefore, in our forthcoming performance compar- the Gray-mapping-assisted 8PSK constellation, there are
isons, we will be employing the random-separation-based in- also two protection classes, depending on the bit position

terleaver in conjunction with the various TC codes.

in the 3-bit symbols. In the three bits of the 8PSK constel-

3) TBCH Codes:Fig. 21 characterizes the performance lation, two of the bit positions are more protected than the

of the TBCH(32,26) code in conjunction with different

remaining bit. In Fig. 21, we portray the performance of

bit-to-symbol mappings to the two protection classes of the TBCH(32,26) scheme for four different bit-to-symbol
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Fig. 21. Performance comparison between different bit-to-symbol Fig. 22. Performance comparison between the systematic and
mapping methods for thdBCH(32,26) code in conjunction nonsystematic half-rat€>C(2, 1, 9) code in conjunction with
with the space-time cod&, using one receiver and 8PSK over the space—time codé, and 16QAM over uncorrelated Rayleigh
uncorrelated Rayleigh fading channels at an effective throughput of fading channels at a throughput of 2 BPS. Encoding parameters of
2 BPS. Encoding parameters of tf8CH(32, 26) code are shown theCC(2, 1, 9) code are shown in Tables 3 and 4.

in Tables 3 and 5.

whole codeword. Moreover, we used high-rate TBCH codes

mapping methods. First, one data bit and one parity bit and, hence, there are more data bits compared to the parity
was mapped to the two better protected 8PSK bit positions. bits. Hence, in our forthcoming TBCH comparisons, we will
The corresponding BER curve is marked by the triangles in Use bit-to-symbol mappers protecting the parity bits better.
Fig. 21. According to the second method, the data bits were 4) Convolutional CodesLet us now investigate the
mapped to the two better protected bit positions of the 8PSK space—time codé& in conjunction with the half-rate CC
symbol. This scenario is marked by the diamonds in Fig. 21. CC(2, 1, 9) proposed for UMTS. Th&C(2, 1, 9) code is
As we can see from the figure, the first mapping method & nonsystematic nonrecursive CC, where the original infor-
yields a substantiak;, /N, gain of 1.5 dB at a BER of 10° mation bits cannot be explicitly recognized in the encoded
over the second method. By applying the random-separa-sequence. Its associated performance curve is shown in
tion-based interleaver of Fig. 17, while still better protecting Fig- 22 marked by the triangles. A random interleaver is
one of the data bits and the parity bit than the remaining applied in order to disperse the bursty channel errors and the
data bits, we disperse the bursty bit errors associated withassociated performance curve is marked by the diamonds in
a transmitted symbol over several BCH codewords of the Fig. 22. Ata BER of 107, there is a performance gain of 2.5
TBCH code. As shown in Fig. 21, the performance curve dB if the random interleaver is applied. As a further scheme,
marked by the circles shows a slight improvement comparedWe implemented a systematitC(2, 1, 9) code, which was
to the above-mentioned first method, although the difference Obtained using a recursive CC [72], [100]. Hence, in this
is marginal. Finally, we show the performance of applying Scenario, we have explicitly separable data bits and parity
random interleaving, which randomly distributes the data bits. In Fig. 22, the performance curve marked by the circles
and parity bits between the two 8PSK protection classes. Itis obtained by mapping the data bits—rather than the parity
can be seen that the associated performance is worse thaRits—of the systemati€C(2, 1, 9) code to protection class
that of the first bit-to-symbol mapping method. | of the associated 16QAM scheme in conjunction with the

Fig. 21 shows that it is better to protect the parity bits random-separation-based interleaver of Fig. 17. Explicitly,
more strongly for thd’BCH(32, 26) code and aslight further ~ the data bits rather than the parity bits of the systematic
improvement can be achieved by applying a random-sepa-CC(2, 1, 9) code are mapped to protection class | of the
ration-based interleaver. More simulation results were ob- associated 16QAM scheme, since for this powerful code,
tained in conjunction with the other TBCH codes shown in Similar performance trends are expected to those experi-
Tables 3 and 5 with the aid of the space—time c6teand enced for theCC(2, 1, 5). One can see that there is only a
64QAM over uncorrelated Rayleigh fading channels. From marginal performance improvement over the nonsystematic
the simulation results we have found that all TBCH codes CC(2, 1, 9) code using the random interleaver.

shown in Tables 3 and 5 perform better, if the parity bits ) ,
are more protected. In general, a slight further improvement € Performance Comparison of Various Channel Codecs

can be obtained for TBCH codes, when a random-separa-usmg theGs Space—-Time Code and Multilevel Modulation

tion-based interleaver is applied. A possible explanation is In this section, we compare th&, space-time-coded

that the component encoders of the TBCH codes are BCH performance of all channel codecs summarized in Table 3.
encoders, where a block of parity bits is generated by a block In order to avoid having an excessive number of curves in
of data bits. Hence, every parity bit has an influence on the one figure, only one channel codec will be characterized
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Fig. 23. Performance comparison between the half-rate codes Fig. 24. Performance of th& C(2,1,4) code using coding rates
TC(2,1,3), TC(2,1,4), and TC(2,1,5), where the encoding of 1/3, 1/2, and 2/3, where the associated encoding parameters are
parameters are shown in Tables 3 and 5. All simulation results were shown in Tables 3 and 5. All simulation results were obtained with
obtained with the aid of the space-time ca@e using 16QAM the aid of the space—time cod&, at an effective throughput of 2
over uncorrelated Rayleigh fading channels and the throughput was BPS over uncorrelated Rayleigh fading channels.
2 BPS.

applied alternate puncturing of the parity bits. This results in

from each group of the CC, TC, TBCH, TCM, and TTCM half-rate turbo codes. Additionally, a range of different punc-
schemes. The choice of the channel codec considered deturing patterns can be applied, which results in different code
pends on its performance, complexity, and code rate. Unlessrates [87]. In Fig. 24, we portray the performance of the punc-
otherwise stated, all channel codecs are concatenated withured TC(2, 1, 4) code having coding rates of 1/3, 1/2, and
the space—time cod@g, using one receiver. All comparisons 2/3. The associated coding parameters are shown in Tables 3
are carried out on the basis of the same BPS throughput overand 5. Suitable multilevel modulation schemes are chosen so
uncorrelated Rayleigh fading channels. Let us now briefly that all systems have the same effective throughput of 2 BPS.
discuss in the forthcoming sections how each channel codecExplicitly, 64QAM, 16QAM, and 8PSK are used. All simu-
is selected from the codec families considered. lation results were obtained with the aid of the space—time

1) Comparison of Turbo Convolutional Codemn codeG, over uncorrelated Rayleigh fading channels. As ex-
Fig. 23, we compare the performance of the half-rate turbo pected, from Fig. 24, we can clearly see that the best per-
codesTC(2,1,3), TC(2,1,4), andTC(2, 1, 5), where the formance is achieved by the half-rdl&’(2,1,4) scheme.
encoding parameters are shown in Tables 3 and 5. The sim-At a BER of 1072, the half-rateI'C(2, 1, 4) code achieved a
ulation results were obtained with the aid of the space—time performance gain of approximately 1 dB over the third-rate
code G, using 16QAM over uncorrelated Rayleigh fading and the two-third-ratél'C(2, 1,4) codes. Even though the
channels. The three performance curves in the figure arethird-rate TC(2,1,4) code has a higher amount of redun-
the best performance curves chosen from Figs. 20, 19, anddancy than the half-rat€C(2, 1, 4) scheme, its performance
18 for the half-rate codeS'C(2,1,5), TC(2,1,4), and is worse than that of the half-rateC(2, 1, 4) arrangement.
TC(2,1,3), respectively. It can be seen from the figure We speculate that this is because the constellation points in
that the performance of the turbo codes improves, when we64 QAM are more densely packed than those of 16QAM.
increase the constraint length of the component codes fromTherefore, they are more prone to errors and hence the extra
three to five. However, this performance gain is obtained coding power of the third-rat€C(2, 1, 4) code is insufficient
at the cost of a higher decoding complexity. At a BER of to correct the extra errors. This results in a poorer perfor-
10-?, the TC(2,1,4) code has ark}, /Ny improvement of mance. On the other hand, there are fewer errors induced by
approximately 0.25 dB over th&C(2,1,3) scheme at a  8PSK, but the two-third-rat&€C(2, 1, 4) code is a weak code
penalty of twice the complexity. However, at the cost of the due to the puncturing of the parity bits. Again, this results in
same complexity increment over that of th€'(2, 1, 4) ar- an inferior performance.
rangement, th8'C(2, 1, 5) scheme only achieves a marginal In Fig. 25, we show the performance of th&>(2,1,4)
performance gain of 0.1 dB at BER 10~°. Therefore, in code at coding rates of 1/2 and 3/4. The associated coding
our following investigations, only th&8'C(2,1,4) scheme parameters are shown in Tables 3 and 5. Again, suitable mod-
will be characterized as it exhibits a significant coding gain ulation schemes were chosen so that both systems have the
at a moderate complexity. Furthermore, h€(2, 1, 4) code same effective throughput, namely, 3 BPS. All simulation
has been adopted by the 3G UTRA mobile communication results were obtained with the aid of the space—time code

system [72]. G- over uncorrelated Rayleigh fading channels. As com-
2) Comparison of Different Rat&#C(2,1,4) Codes: In pared to Fig. 24, the throughputs of the systems in Fig. 25
their seminal paper on turbo coding [38], [39], Berrtual. have been increased from 2 to 3 BPS. In order to maintain
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Fig. 25. Performance of the punctur@d_(2, 1, 4) code at coding Fig. 26. Performance comparison between the nonrecursive
rates of 1/2 and 3/4, where the associated parameters are shown in half-rate CCsCC(2,1,5), CC(2,1,7), and CC(2,1,9), where
Tables 3 and 5. All simulation results were obtained with the aid of the coding parameters are shown in Tables 3 and 4. All simulation
the space—time codé . at an effective throughput of 3 BPS over results were obtained with the aid of the space—time cGde
uncorrelated Rayleigh fading channels. using QPSK over uncorrelated Rayleigh fading channels. Effective

throughput is 1 BPS.

a high BPS throughput, 64QAM was employed in conjunc- ) )

tion with the half-ratél'C(2, 1,4) code. We can see fromthe ~ channel code comparisons, only tHh€(2,1,9) code will
figure that the performance gain of the half-rat€(2, 1, 4) be used, since it ha; the best performance among the above
code over the three-quarter-raf€(2, 1, 4) code has been three schemes and it has a comparable complexity to that of
reduced to only 0.5 dB, as compared to 1 dB over the two- the TC codes studied. Moreover, €/(2, 1, 9) code is also
third-rate TC(2, 1, 4) code characterized in Fig. 24. More- Proposed for the 3G UTRA mobile communication system
over, the three-quarter-ratéC (2, 1,4) code is weaker than  [72]. _

the two-third-rateTC(2, 1,4) code, since fewer parity bits ~ 4) G2-Coded Channel-Codec Comparison—Throughput
are transmitted over the channel. Based on the fact that the®f 2 BPS: Having narrowed down the choice of i@,
performance gain of the half-rateC(2, 1, 4) code has been space-time-coded CCs and the turbo codes,_we are now
reduced, we surmise that high-rate turbo codes will outper- réady to compare the performances of the different pro-
form the half-rateTC(2, 1, 4) code, if the throughput of the ~ Posed channel codecs belonging to different codec families.
system is increased to 4 BPS or even further, since half-rateQUr comparison is carried out on the basis of the same
codes would require a vulnerable high-order modulation con- throughput and all channel codecs are concatenated with the
stellation for maintaining a throughput of 4 BPS. space-time codé&,, when transmitting over uncorrelated

From Figs. 24 and 25, we can see that the best performance?ayleigh fading channels. Fig. 27 shows the performance of
is achieved by the half-raf8C(2, 1,4) code for an effective ~ Our channel codecs selected from the CC, TC, TBCH, TCM,

throughput of 2 and 3 BPS. However, we are also interested@nd TTCM families on the basis of the same throughput of 2
in the system’s performance at higher effective BPS through- BPS, regardless of thelr.codlng rates. The associated co_dmg
puts. Hence, during our later discourse in Section VI-C6, Parameters are shown in Tables 3-5. The throughput is 2
the performance of high-rate TC and TBCH codes will be BPS.

studied for throughput values in excess of 5 BPS. From Fig. 27, we can see that the half-rai€(2, 1, 4)

3) Convolutional Codesin Fig. 26, we compare the code outperforms the other channel codecs. At a BER of
performances of theG, space-time-coded nonrecursive 10-°,theTC(2,1,4) code achieves a gain of approximately
half-rate CCsCC(2,1,5), CC(2,1,7), and CC(2,1,9). 0.5 dB over theBCH(31, 21) scheme at a much lower com-
These schemes were standardized in the GSM [72], [107], plexity. At the same BER, th&C(2, 1, 4) code also outper-
DVB [65], and the 3G UTRA systems [1], [72], [109], forms 8PSK-TTCM by approximately 1.5 dB. The poor per-
respectively. The associated coding parameters are showrormance of TTCM might be partially due to using generator
in Tables 3 and 4. All simulation results were obtained polynomials, which are optimum for AWGN channels [80].
with the aid of the space—time cod&, using QPSK over  However, to date, only limited research has been carried out
uncorrelated Rayleigh fading channels. We can see fromon finding optimum generator polynomials for TTCM over
the figure that at a BER of 1@, the performance of the fading channels [110].
nonrecursive CCs improves by approximately 1 dB, if the In Fig. 27, we also characterize the performance of the
complexity is increased by a factor of 2 4. However, the CC(2,1,9) and 8PSK-TCM schemes. The figure clearly
extra performance gain attainable becomes smaller, as thelemonstrates that the invention of turbo codes invoked in
affordable complexity further increases. In our forthcoming our TC, TBCH, and TTCMG2-coded schemes, resulted in
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Fig. 27. Performance comparison between different CC, TC,
TBCH, TCM, and TTCM schemes, where the coding parameters
are shown in Tables 3-5. All simulation results were obtained with
the aid of the space-time cod&; at a throughput of 2 BPS over
uncorrelated Rayleigh fading channels.

substantial improvements over the conventioGalcoded
channel codecs, such as the CC and TCM schemes consid
ered. At a BER of 10°, the TC(2, 1, 4) code outperforms
the CC(2,1,9) and 8PSK-TCM arrangements by approxi-
mately 3.0 and 7.5 dB, respectively.

5) G2-Coded Channel Codec Comparison—Throughput
of 3BPS: In Fig. 28, we portray the performances of various
channel codecs belonging to the CC, TC, TBCH, TCM, and
TTCM codec families on the basis of a constant throughput
of 3 BPS, regardless of their coding rates. The associated
coding parameters are shown in Tables 3-5. The simulation
results were obtained with the aid of the space—time €®ge
over uncorrelated Rayleigh fading channels.

From Fig. 28, we can infer a few interesting points. As
mentioned earlier, the half-ratd’C(2,1,4) code suffers
from the effects of puncturing as we increase the throughput

BER against Ey/N,

A CC(2,1,9), R=1/2, 64QAM

O TC(2,1,4), R=1/2, 64QAM

O TBCH(31,26), R=13/18, 16QAM
* 16QAM-TCM, 3/4, 16QAM

QO 16QAM-TTCM, 3/4, 16QAM

) =
I AN

e 2 x|
A 10° EELL \_
%]

%
2
\

%

w
b

[\ ]

s \ N

14 16 18 20

8 10 12
Ey/Ny(dB)

Fig. 28. Performance comparison between different CC, TC,
TBCH, TCM, and TTCM schemes, where the coding parameters
are shown in Tables 3-5. All simulation results were obtained with
the aid of the space-time codg. at an effective throughput of 3
BPS over uncorrelated Rayleigh fading channels.
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Fig. 29. Performance comparison between high-rate TC and

of the system. In order to maintain a throughput of 3 BPS, b i i
. . TBCH codes concatenated with the space—time €ddemploying

64QAM has to be employed in the systems using the g4Qam over uncorrelated Rayleigh fading channels. Parameters of
half-rate TC(2,1,4) code. The rather vulnerable 64QAM the TC and TBCH codes are shown in Tables 3 and 5.
modulation scheme appears to overstretch the coding power
of the half-rateT'C(2, 1, 4) code attempting to saturate the uncorrelated Rayleigh fading channels. The parameters of
available channel capacity. At a BER of 1Q there is no the TC and TBCH codes used are shown in Tables 3 and
obvious performance gain over ti8BCH(31, 26)/16QAM 5. The performance of half-rate turbo codes along with
and 16QAM-TTCM schemes. Hence, we have reasons tosuch a high throughput is not shown because a modulation
postulate that if the throughput of the system is increased scheme having at least 1024 constellation points would be
beyond 3-BPS high-rate turbo codes should be employed forneeded, which is practically infeasible over nonstationary
improving the performance, rather than invoking a higher wireless channels. Moreover, the turbo codes often would
throughput modulation scheme. be overloaded by errors induced by the densely packed

6) Comparison ofG,-Coded High-Rate TC and TBCH constellation points.
Codes: In the previous section, we have shown that at the In Fig. 29, we can clearly see that there is not much differ-
BER of 107?, the requiredE} /Ny is increased by about ence in performance terms between the high-‘taté2, 1, 4)
2.5 dB for the half-rate turbo cod&'C(2,1,4), as the and TBCH codes employed, although the TBCH codes ex-
throughput of the system is increased from 2 to 3 BPS. A hibit marginal gains. This gain is achieved at a cost of high
range of schemes having a throughput in excess of 5 BPS isdecoding complexity, as evidenced by Table 6. The slight
characterized in Fig. 29. Specifically, the figure shows the performance improvement of thEBCH(31,26) code over
performance of high-rate TC and TBCH codes concatenatedthe three-quarter-rat€C(2, 1, 4) scheme is probably due to
with the space—time codé€&x; employing 64QAM over its slightly lower code rate ok = 0.72, compared to the
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BER against E/Np Coding gain versus number of iterations
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Fig. 30. Performance comparison between high-rate TCs and CCs 19
concatenated with the space—time c@leemploying 64QAM over —
uncorrelated Rayleigh fading channels. Parameters of the TC and CC @ 18
codes are shown in Tables 3-5. g17
on
o 16
. . 5
rate of R = 0.75 associated with tha'C(2, 1,4) code. It SRS
is important to note that all BCH component codes used in 14 O TCR,1,3), 640AM
i ; 13 O TC2,1,4), 64QAM
the TBCH codes have a minimum distankg,, of three. We D TC@1 3, S4OAM
12

speculate that the performance of the TBCH codes might im-
prove, if d.,;, IS increased to five. However, due to the asso-
ciated complexity, we will refrain from employing,,;, = 5
BCH component codes in the TBCH schemes studied.

7) Comparison of High-Rate TC and Convolutional
Codes: In Fig. 30, we compare the performance of the
high-rate punctured’C(2, 1,4) andCC(2, 1, 7) codes con- i/ space—time cod€ using one receiver and 64QAM over

catenated with the space-time cdée employing 64QAM uncorrelated Rayleigh fading channels at an effective throughput of
over uncorrelated Rayleigh fading channels. The puncturing 3 BPS.

patterns employed for tHeC(2, 1, 7) scheme were proposed
in the DVB standard [65]. The parameters of thé(2, 1, 4) 1) Complexity Comparison of Turbo Convolutional

and CC(2,1,7) codes are shown in Tables 3-5. From the codes: Fig. 31(a) shows the coding gain versus the number
figure, we can see that both high-rel&(2,1,4) codes  fjterations and Fig. 31(b) the coding gain versus estimated
outperform their equivalent ratéC(2, 1,7) counterparts by complexity for theTC(2, 1,3), TC(2,1,4) andTC(2, 1, 5)
about 2 dB at a BER of 10, while maintaining a similar  ¢4ges, where the coding parameters used are shown in
estimated decoding complexity, as evidenced by Table 6. Tapjes 3, 5, and 6. All simulation results were obtained upon

This fact indicates that at a given tolerable complexity, employing the space—time co@, using one receiver and
better BER performance can be attained by an iterative turbog4QAM over uncorrelated Rayleigh fading channels at an

decoder. These findings motivated the investigations of our gffective throughput of 3 BPS. We can see from Fig. 31(a)
next section, where the performance of the various schemespat there is a substantial performance improvement of
is studied in the context of the achievable coding gain Versus gpproximately 3—4 dB between the first and second turbo
the estimated decoding complexity. decoding iteration. However, further coding gain improve-
ments become smaller, as the number of iterations increases.
It can be seen from the figure that the performance of turbo
codes does not significantly improve after eight iterations,

In Section V-C, we have estimated the various channel as indicated by the rather flat coding gain curve. Fig. 31(a)
decoders’ complexity based on a few simplifying assump- also shows that as we increase the constraint leRgtiithe
tions. All the complexities estimated in our forthcoming dis- turbo codes from three to five, the associated performance
course were calculated based on (36)—(44). Again, our per-improves.

0 200 400 600 800 1000 1200 1400 1600 1800 2000

Complexity
(b)

Fig. 31. Coding gain versus (a) the number iterations and
(b) estimated complexity for th&'C(2,1,3), TC(2,1,4), and
TC(2,1,5) codes, where the coding parameters are shown in Tables
3, 5, and 6. All simulation results were obtained upon employing

D. Coding Gain Versus Complexity

formance comparison of the channel codes was made on

the basis of the coding gain defined as thg/N, differ-
ence, expressed in decibels, at BERO~> between the var-

In Fig. 31(b), the coding gains of the various turbo codes
using different number of iterations are compared on the
basis of their estimated complexity. This is necessary, since

ious channel-coded and uncoded systems having the same&e have seen in Section V-C that the estimated complexity

throughput, while using the space-time cdde.

of turbo codes depends exponentially on the constraint
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Coding gain versus complexity
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Fig. 32. Coding gain versus estimated complexity for the Fig. 33. Coding gain versus estimated complexity for the
CC(2,1,K), TC(2,1,4), TBCH(32,26), and TTCM-8PSK, CC@2,1,K), TC(2,1,4), TBCH(31,26), and TTCM-16QAM
where the parameters are shown in Tables 3-6. All simulation schemes, where the coding parameters are shown in Tables 3-6. All
results were obtained upon employing space—time €@deusing simulation results were obtained upon employing space-time code
one receiver over uncorrelated Rayleigh fading channels at an G using one receiver over uncorrelated Rayleigh fading channels
effective throughput of 2 BPS. at an effective throughput of 3 BPS.

length K, but only linearly on the number of iterations. increased estimated complexity. The generator polynomials
From Fig. 31(b), we can see that the estimated complexity of the CC(2, 1, K') codec, wherek' = 3---10, are given
of the TC(2, 1, 5) code ranges from approximately 200 to in [100] and they define the corresponding maximum-min-
2000 when using one to ten iterations. On the other hand,imum free distance of the codes. From Fig. 32, we can see
the estimated complexity of tHEC(2, 1,3) scheme ranges that there is a steep increase in the coding gain achieved
only from approximately 50 to 500, requiring one to ten by the TC(2,1,4) code, as the estimated complexity is
iterations. This clearly shows that the estimated complexity increased. Moreover, tHEC(2, 1,4) scheme asymptotically
of the turbo codes is dominated by the constraint length achieves a maximum coding gain of approximately 20 dB.
K. Fig. 31(b) also shows that the coding gain curve of the At a low estimated complexity of approximately 200, the
TC(2,1,3) code saturates faster, which is demonstrated by TC(2, 1, 4) code attains a coding gain of approximately 18
the steep increase in coding gain as the estimated complexitydB, which exceeds that of the other channel codes studied.
increases. For achieving the same coding gain of 19 dB, The TBCH(32, 26) arrangement is the least attractive one,
we can see that th€C(2, 1, 3) scheme requires the lowest since a major complexity is incurred when aiming for a high
estimated complexity. It requires two to three times higher coding gain.
computational power for th&C(2, 1, 5) code to achieve the In contrast to the 2 BPS schemes of Fig. 32, Fig. 33 shows
above-mentioned coding gain of 19 dB. the corresponding coding gain versus estimated complexity
2) Complexity Comparison of Channel Codds: the curves for theCC(2, 1, K), TC(2,1,4), TBCH(31, 26), and
previous section, we compared the coding gain versus TTCM-16QAM 3 BPS arrangements, where the coding pa-
estimated complexity of theG,-coded turbo schemes rameters are shown in Tables 3—6. Again, all simulation re-
TC(2,1,3), TC(2,1,4), andTC(2,1, 5). Here, we compare  sults were obtained upon employing the space—time €ade
the TC(2, 1,4) arrangement that faired best amongst them using one receiver over uncorrelated Rayleigh fading chan-
to the CC(2,1,9) code and to thé'BCH(32, 26)/8PSK nels at an effective throughput of 3 BPS. As before, the in-
as well as to the TTCM-8PSK arrangements, representingcreased estimated complexity of the turbo schemes is in-
the other codec families studied. Specifically, Fig. 32 curred by increasing the number of iterations from one to ten.
shows the coding gain versus estimated complexity for the For the CCs, the constraint lengkh is varied from three to
CC(2,1,K), TC(2,1,4), TBCH(32, 26), and TTCM-8PSK ten. Similarly to Fig. 32, th&'C(2, 1,4) scheme achieves a
schemes, where the associated parameters are shown inonsiderable coding gain at a relatively low estimated com-
Tables 3-6. All simulation results were obtained upon plexity. For example, in order to achieve a coding gain of
employing the space-time cod&, using one receiver 18 dB, the TTCM and'BCH(31, 26) arrangements would
over uncorrelated Rayleigh fading channels at an effective require approximately three and four times higher computa-
throughput of 2 BPS. For the turbo schemBg(2,1,4), tional power compared to tHEC(2, 1, 4) code.
TBCH(32,26), and TTCM-8PSK, the increased esti- From Figs. 32 and 33, we can clearly see that turbo codes
mated complexity is achieved by increasing the number are the most attractive one of all the channel codes studied
of iterations from one to ten. However, CCs are decoded in conjunction with the space—time co@, offering an im-
noniteratively. Therefore, in Fig. 32, we vary the constraint pressive coding gain at a moderate estimated decoding com-
length K of the CCs from three to ten, which results in plexity. In Fig. 34, we show thé, /N, value required for
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Table 8
Parameters of the STT Codes [13]
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Fig. 34. E,/N, value required for maintaining BER= 103 16 2
versus the effective throughput BPS for the STB code
concatenated with theél'C(2,1,4) code, where the coding 32 3
parameters are shown in Tables 3, 5, and 6. All simulation results 8PSK 3 VA 16 2

were obtained upon employing space-time c@sle using one
receiver over uncorrelated Rayleigh fading channels.

o 3 ) STB encoder [98] of Fig. 35. We will investigate the STT
maintaining BER= 10" versus the effective throughput  ¢odes proposed in [13]. The modulation schemes employed
BPS for the STB cod&:, concatenated with tHEC(2, 1, 4) were 4-level phase shift keying (4PSK) as well as 8PSK.
code where the coding parameters are shown in Tables 3, 50 the other hand, from the family of STB codes, only
and 6. All simulation results were obtained upon employing Alamouti's G, code is employed in this system, since again
space—time codé&; using one receiver over uncorrelated \ye have shown in Sections VI-A and VI-C that the best
Rayleigh fading channels. Half-rateC(2,1,4) code was  performance is achieved by concatenating the STB €gle
employed for BPS up to three. TheR((2,1,4) code with  ith TC(2, 1, 3) codes. In order to achieve high throughputs,
various rates was employed with 64QAM in order to achieve 16QAM can be employed [101]. Gray mapping of the bits to
increasing effective throughput BPS. It can be seen from the sympols was applied and this resulted in different integrity
figure that theE), /N, value required for maintaining BER  protection classes in higher order modulation schemes [101].
= 107 increases linearly as the effective throughput BPS The output of the space—time encoder was then OFDM [101]
Increases. modulated with the aid of the inverse fast fourier transform
blocks of Fig. 35 and transmitted by the corresponding
47Y antenna. The number of transmit antennas was fixed to two,
STB-Coded as Well as STT-Coded OFDM for Transmission ije the number of receive antennas constituted a design
Over Wide-Band Channels parameter. Dispersive wide-band channels were used and

In Section VI-C, we found that for transmission over un- the associated channels’ profiles will be discussed at a later
correlated Rayleigh channels the half-rate TC was the higheststage.
gain channel coder when concatenated with the space-time At the receiver, the signal of each receive antenna is
codeG.,. In this section, we further our comparative investi- OFDM demodulated. The demodulated signals of the
gations by comparing the performance of the TC-coded STB receiver antennas are then fed to the STT or STB decoder.
code G, with STT codes in the context of OFDM [101], The space—time decoders apply the Log-MAP [75], [102]
when transmitting over wide-band channels. Conventionally, decoding algorithms for providing soft outputs for the
RS codes are also employed in conjunction with STT codes channel decoders. If no channel codecs are employed in
forimproving the performance of the system [98], which will the system, the space-time decoders apply the VA [13],
be also invoked in our study. The employment of OFDM which gives a slightly lower performance compared to the
facilitated space—time-coded transmissions over wide-bandMAP decoder, but at a lower complexity. The decoded bits
channels, since OFDM maps the high-rate serial bitstream toare finally passed to the sink, as seen in Fig. 35, for the
a high number of low-rate subchannels transmitted in par- calculation of the BER or frame error ratio (FER).
allel. Hence, each subchannel becomes nondispersive. 2) Space-Time and Channel Codec Parameténs:

1) System OverviewFig. 35 shows the schematic of Fig. 35, we have given an overview of the proposed system.
the system. At the transmitter, the information source In this section, we present the parameters of the STT codes
generates random information data bits. The information and the channel codecs employed in the proposed system.
bits are then encoded BYC(2,1, 3) codes, RS codes, or We will employ the set of various STT codes proposed in
left uncoded. Only thél'C(2,1, 3)-coded bits are channel [13]. The associated STT coding parameters are summarized
interleaved and the output bits are then passed to the STT orin Table 8.

E. Comparative Study of Concatenated Turbo-Coded and
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Table 9
Additional System Parameters Associated WithTHe(2, 1, 3) Code

Code Modulation Random turbo Random separation
Rate, R Mode BPS | interleaver depth interleaver depth
TC(2,1,3) | 0.50 16QAM 2 256 512

Again, in this system, we will concentrate on using the Table 10
simple half-rateI'C(2, 1, 3) code. Its associated parameters C°ding Parameters of the RS Codes Employed
are shown in Table 3. As seen in Table 9, in conjunction with

the half-rate TC ( 2.1, 3) code, a higher order bit/symbol Code Galois Field | Code rate | Correctable symbol errors

modulation scheme namely 16QAM was chosen, so that RS(63,42) 2 067 10

the effective 2 BPS throughput of the system remained

the same as that of the system employing the 2-BPS STT FER against Ey/Ng

codes without additional channel coding. It is widely rec- 1 — A 1Tx1Rx 4PSK

ognized that the performance of TC codes improves upon = S { 4-state, 4PSK

increasing the turbo interleaver size and near-Shannonian ~ et O 8state, 4PSK

performance can be achieved using large interleaver sizes 2 A\ s i é ;3:?;2‘:?2%

exceeding 10000 bits. However, this performance gain is - \ K:\( | # Gy4PsK

achieved at the cost of high latency, which is impractical in S TR 0 1 st aPak Rgh42)

a delay-sensitive real-time system. On the other hand, STT ’ \ A T =]

codes offer impressive coding gains [13] at low latency. The & % BX “"‘\L

decoding of the STT codes is carried out on a transmission B \ \%&\5 NWM

burst-by-burst basis. In order to make a fair comparison 10 \ ) s

between the systems investigated, the turbo interleaver  ° X BN R

size was chosen such that all the coded bits of a specific , \ S

interleaved block were hosted by one transmission burst. R E{&\

This enables burst-by-burst turbo decoding at the receiver. 09,74 6 8 10 12 14 16 18 20 22 24 26 28 30
In Table 9, we summarized the interleaver sizes used in E/No(dB)

the proppsed system. Aga_'m‘ the random-separatlon-bgse(,i_ig_36_ FER performance comparison between various 4PSK STT
channel interleaver of Section VI-B was used. The mapping codes and the STB cod#. concatenated with tHEC(2, 1, 3) code
of the data bits and parity bits into different protection classes and the 16-state 8PSK STT code concatenated witRR(€3, 42)
of the higher order modulation scheme [101] was carried out COOFC’SMO"”GF(QG) using one receiver and the 128-subcarrier
. . modem over a channel having a CIR characterized by two
such that the best possible performance was attained. Folequal-power rays separated by a delay spread jo§.Maximum
lowing the rationale of [98], RS codes [101] were employed Doppler frequency was 200 Hz. Effective throughput was 2 BPS
in conjunction with the STT codes. Hard-decision RS de- and the coding parameters are shown in Tables 8, 3, 9, and 10.
coding was utilized and the coding parameters of the RS
codes employed are summarized in Table 10. since theTC(2,1,3) code is a half-rate code and hence
3) STB Codes Versus STT Codés: this section, we ~ 16QAM was employed for absorbing its parity bits, in
provide simulation results for space-time-coded OFDM order to support the same 2-BPS effective throughput as
[101] schemes using 128 subcarriers. Each OFDM symbolthe 4PSK STT codes using no channel codes. Similarly,
has a symbol duration of 160s and a cyclic prefix of  the RS(63,42) code has a coding rate of about two-thirds
40 ps duration. In these simulations, the Jakes model wasand, hence, the 16-state 8PSK STT code was employed for
adopted for modeling the fading channels. We assume anmaintaining a similar effective throughput of 2 BPS. We
equal-power two-path CIR, where the CIR taps are separatedcan clearly see that at FER 10-%, the performance of
by a delay spread of ps. The maximum Doppler frequency the TC(2,1,3)/G, concatenated scheme is at least 7 dB
was 200 Hz. All multipath components undergo independent better than that of the 4PSK STT codes. The concatenation
Rayleigh fading and the receiver has a perfect knowledge of of the 16-state 8PSK STT code and tR&(63,42) code
the CIR. improves the performance and outperforms the 4PSK STT
In Fig. 36, we show our FER performance comparison codes. However, its performance is still inferior to that of
between the various 2 BPS effective throughput schemes,the TC(2, 1, 3)/G> scheme.
namely, the 4PSK STT codes employing no channel coding Here, we will address the implementational complexity is-
and the STB codds, concatenated with th&C(2,1,3) sues of the proposed system. We will, however, focus mainly
code and the 16-state 8PSK STT code concatenated withon the relative complexity of the proposed systems rather
the RS(63,42) code constructed oveGF(2°) using one than attempting to quantify their exact complexity. In order
receiver and the 128-subcarrier OFDM modem. Again, to simplify our comparative study, several assumptions were
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Coding gain versus complexity estimated complexity of th&#C(2, 1, 3) code was increased

B ———— ) by increasing the number of turbo iterations. Therefore, the
G & coding gain of the concatenate@./TC(2,1,3) scheme
PN using one, two, four, and eight iterations is shown in Fig. 37.
» A.»“ It can be seen that the concatenated scheme outperforms the
@ A © STT codes using no channel coding, even though the number
1 20 of turbo iterations was only one. Moreover, the improvement
S‘ﬁ in coding gain was obtained at an estimated complexity
5 comparable to that of the 32-state 4PSK STT code using
8 s no channel coding. From Fig. 37, we can also see that
1 receiver the performance gain of the concatenated/TC(2, 1, 3)
--------- 2 receivers channel-coded scheme over the STT codes becomes lower
20 4 STT codes, 4PSK when the number of receivers is increased to two.
O G, TC, 16QAM
0 50 100 150 200 250 300 350 400
Complexity VIl. CONCLUSION
Fig. 37. Coding gain versus estimated complexity for the various State,'Of'the'art transmlssmn sch.emes ,based _On multlple
4PSK STT codes and the STB co€®, concatenated with the transmitters and receivers were reviewed in Section |, while
TC(2,1,3) code using one as well as two receivers and the the history of channel coding was summarized in Sec-
128-subcarrier OFDM modem over a channel having a CIR tion Il. These discussions were followed by a rudimentary
characterized by two equal-power rays separated by a delay spread . . . . .
of 5 ps. Maximum Doppler frequency was 200 Hz. Effective 'ntrOdUC“(_)n to the MRC [23] technique, using a 5|mpl_e
throughput was 2 BPS and the coding parameters are shown in example in Section IlI-A. STB codes were introduced in
Tables 3, 8, , and 9. Section 1V, employing the unity-rate space—time c@sle

In Sections IV-Al and IV-A2, two examples of employing
stipulated. In our simplified approach, the estimated com- the space—time cod&- were provided using one and two
plexity of the system is deemed to depend only on that of receivers, respectively. The transmission matrix of a range
the STT decoder and turbo decoder. In other words, the com-Of different-rate space—time codes, namely, that of the codes
plexity associated with the modulator, demodulator, STB en- &3, G4, Hs, andH, of Table 2 were also given. .
coder and decoder, as well as that of the STT encoder and !N Section V, we proposed a system that consists of
turbo encoder are assumed to be insignificant compared tof"® concatenation of the above-mentioned STB codes and
the complexity of STT decoder and turbo decoder. a range Qf dlff(_erent channel codes. The channel coding

The estimated complexity of the turbo decoder was given schemes investigated were CCs, TC COd?S’ TBECH codes,
in (37). On the other hand, from the state diagrams shown in TCM, and TTCM. The estimated complexity and memory

[13], we can see that the number of trellis transitions leaving rSeeqCLf[::)eane_rg of the channel decoders were compared in
each trellis state is equivalent t§2°, where againBPS de- : ' . . . .

. : . Finally, we presented our simulation results in Section VI,
notes the number of transmitted bits per modulation symbol.

Si th ber of inf tion bits | lto BPS which were divided into four categories. In Section VI-A,
Ince the number otintormation bits 1S equarto Wecan e first compared the performance results of the space—time
approximate the complexity of the STT decoder as

codesG,, Gz, G4, H3, and Hy without using channel
97PS o No. of States codecs. It was found that as we increased the effective
. o (51) throughput of the system, the performance of the half-rate
BPS space-time code€i; and G, degraded in comparison to
that of the unity rate space—time co@e. This was because
higher modulation schemes had to be employed in conjunc-
tion with the half-rate space—time codgg andG, in order
to maintain the same effective throughput; these are more
prone to errors and, hence, the performance of the system

comp{STT} =

By employing (37) and (51), we compare the performance
of the proposed schemes by considering their approximate
complexity. Our performance comparison of the various
schemes in Fig. 37 was carried out on the basis of the coding

gain defined as thé, /N, difference, expressed in decibels degrades. On the other hand, on the basis of maintaining

(dB), at FER= 10~* between the proposed schemes and the " sa e diversity gain and same effective throughput, we
uncoded single-transmitter single-receiver system having ¢, ,nd that the performance of the space—time cddgsnd

the same effective throughput of 2 BPS. Specifically, in g1, was better than that of the space—time co@isand

Fig. 37, we show our coding gain versus estimated com- i, respectively. Since the space-time c&#ghas a code
plexity comparison for the various 4PSK STT codes and for rate of unity, we were able to concatenate it with half-rate
the STB codeG. concatenated with th&'C(2,1,3) code  TC codes, while maintaining the same effective throughput,
using one as well as two receivers. Again, the 128-subcarrieras the half-rate space—time code without channel coding.
OFDM modem was transmitting over the channel having a Hence, for the same effective throughput, the unity-rate
CIR of two equal-power rays separated by a delay spreadG., space-time-coded and half-rate channel-coded scheme
of 5 us and a maximum Doppler frequency of 200 Hz. provided substantial performance improvement over the
The estimated complexity of the STT codes was increasedthree-quarter rate space-time cod#, and half-rate

by increasing the number of trellis states. By contrast, the space—time codé&=,, which were unable to benefit from
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channel coding. We concluded that the reduction in coding
rate was best invested in turbo channel codes, rather than
STB codes. Therefore, all channel codes studied were

concatenated with the unity-rate space-time d@deonly.

In the second category of our investigations in Sec-
tion VI-B, we studied the effect of the binary channel codes’
data and parity bits mapped into different protection classes
of multilevel modulation schemes. It was found that TC

codes having different constraint lengthisrequire different

mapping methods. By contrast, in the TBCH codes studied
mapping of the parity bits to the higher integrity protection
class of a multilevel modulation scheme yielded a better
performance. The so-called random-separation-based inter-
leaver was proposed in order to improve the performance of

the system.

The third set of results compared the performances of all
proposed channel codes in conjunction with the space—time
codeGs. In order to avoid confusion, we only selected one
channel code from each group of channel codes in Table 3.
Specifically, only half-rate TC codes were studied, as they

(4]

(5]

(6]

(7]

(8]

F. Adachi and K. Ohno, “BER performance of QDPSK with post-
detection diversity reception in mobile radio channelEEE Trans.
Veh. Techno).vol. 40, pp. 237-249, Feb. 1991.

H. Zhou, R. Deng, and T. Tjhung, “Performance of combined di-
versity reception and convolutional coding for QDPSK land mobile
radio,” IEEE Trans. Veh. Technokol. 43, pp. 499-508, Aug. 1994.
J. Winters, “Switched diversity with feedback for DPSK mobile
radio systems,”IEEE Trans. Inform. Theoryvol. IT-32, pp.
134-150, Feb. 1983.

G. Raleigh and J. Cioffi, “Spatio—temporal coding for wireless
communications,” ifProc. IEEE Global Telecommunications Conf.
London, U.K., Nov. 1996, pp. 533-537.

A. Wittneben, “Base station modulation diversity for digital SIMUL-
CAST,” in Proc. IEEE Vehicular Technolgy ConMay 1993, pp.
505-511.

] N. Seshadri and J. Winters, “Two signalling schemes for improving

[10]

[11]

gave better coding gain performance compared to other TC [12]

codes having lower and higher rates. It was found that the
performance of the half-rate TC codes was better than that
of the CC, TBCH, TCM, and TTCM codes. Then, we com-
pared the performance of high-rate TC codes with high-rate
TBCH codes in conjunction with 64QAM. It was found that
the TBCH codes provided a slight performance improve-
ment over high-rate TC codes, but at the cost of high com-
plexity. The discussions of the section were concluded by
comparing the concatenat€&, space—time-coded channel
codes upon taking their estimated complexity into consider-
ation. The half-rate TC codes give the best coding gain at a

moderate estimated complexity.

Finally, we probed further by comparing the performances
of the TC-coded STB cod&, with STT codes. Again, we
found that the TC-coded STB codg&, outperformed the
STT codes considered at a comparable complexity. Finally,

we conclude that the concatenation of the STB d@deavith

[13]

[14]

(18]

the error performance of frequency-division-duplex (FDD) transmis-
sion systems using transmitter antenna diversiiy,"J. Wireless In-
form. Netw, vol. 1, pp. 49-60, Jan. 1994.

J. Winters, “The diversity gain of transmit diversity in wireless sys-
tems with Rayleigh fading [EEE Trans. Veh. Technolol. 47, pp.
119-123, Feb. 1998.

T. Hattori and K. Hirade, “Multitransmitter simulcast digital signal
transmission by using frequency offset strategy in land mobile
radio-telephone systemJEEE Trans. Veh. Technolvol. VT-27,

pp. 231-238, Nov. 1978.

A. Hiroike, F. Adachi, and N. Nakajima, “Combined effects of phase
sweeping transmitter diversity and channel codingEE Trans.
Veh. Technol.vol. 41, pp. 170-176, May 1992.

V. Tarokh, N. Seshadri, and A. Calderbank, “Space—time codes
for high data rate wireless communication: Performance criterion
and code constructionfEEE Trans. Inform. Theoryol. 44, pp.
744-765, Mar. 1998.

N. Seshadri, V. Tarokh, and A. Calderbank, “Space-time codes
for high data rate wireless communications: Code construction,”
in Proc. IEEE Vehicular Technolgy ConPhoenix, AZ, 1997, pp.
637-641.

V. Tarokh, N. Seshadri, and A. Calderbank, “Space—time codes for
high data rate wireless communications: Performance criterion and
code construction,” ifProc. IEEE Int. Conf. Communicatiofiglon-
treal, QB, Canada, 1997, pp. 299-303.

16] V. Tarokh, A. Naguib, N. Seshadri, and A. Calderbank, “Space—time

(17]

TC codes provided the highest coding gain in the scenarios [18]

considered at a comparable complexity.

In conclusion, with the invention of turbo codes, the pre-

dictions of Shannon have been asymptotically approached. [19]

With the advent of space—time codes, the past 50 years of

coding research has reached a state of maturity, where attrac- 5

tive coding schemes can be designed specifically for wireless

channels. Hence, the challenge for coding researchers is now
to achieve a performance close to the capacity of the wireless
channel. No doubt that at the current pace of research, this

will happen in a fraction of 50 years.
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t International Workshop on
cessing for Wireless Communications
London, May 2003

SYSTEM MODEL AND BASIC ASSUMPTIONS
LINEAR AND NONLINEAR RECEIVERS
ZERO-FORCING AND MMSE BLAST

IVERS
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mimo channel with ¢ transmit and »
— receiveantennas —
fading constant over N symbol intervals

perfect csi at receiver

v \ 4

rate gain
— Vs,

— I\ ==\ ] B diversity
- [ I - gain
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HX + Z
(r x N) (rxtxN) (r x N)

H(i,j) ~ N(0,1) iid.
p(X) =Y - BX|*

INTRODU
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INTROD

1 %
Tr (HHAAN =YY Ajalnly, = Z Bl Ad% + 3" A;alnln,

i=1 j=1 i#g

-

-

5 &
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INTROD

INTROD
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INTROD

E&F =
BT = O(1/N)
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is the Moore-Penrose pseudoinverse of

(here spatial interference is removed
from received signal)

Instead of removing
the spatial interference
~ (and enhancing the noise)
—— thisinterface _
minimizes the joint effects
of interference and noise
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ML interface

r—o, tfinite
Ix iu)

P(X—)ﬁ]:Q( i

ML interface

r—o, t—>w, tr»a

ZF interface

r—oo, tfinite

PX = R)=Q (nxm::u)

ZF interface

r—oo, t>o, tr-a

2 — X - X|

160
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MMSE interface

r—owo, tfinite

PX = R)=Q (nxm::u)

MMSE interface

r—oo, t>o, tr-a

X X|

P(X—ri)—Q(ﬁ AN

As r— o (t is finite) these linear

interfaces approach the
— performance of the ML interface
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S ‘e

L has zero diagonal elements

- mm=m

L strictly upper triangular: ¢ iterations & BLAST
L with zero diagonal elements & ITERATIVE RECEIVER

163
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= ():(-)t
= ()E)t—l
- [L]t—Q,I—l(i)t—l = (X);-2
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R = ():()t
Je-1 = [Lf-14(X)e R = (X
Y)i—2 — [L]t—Q,z(X)z - [L]t—z,z—l(x)t—l = (X)i—2

Y = (GY) - LX) - ...— LX) = X)

step 2

arg min ||Y — X||?
X

166
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(useful term)

+ [diag”'(R)R — I)(X — X) (interference)

+ diag”'(R)Q'Z (colored noise)
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Y-QY-1X

G = diag”!(S)S~tH!
L = diag”(S)S -1,

H'H + 4,1, = StS

(I, — diag™(S)S~TH")X (biased useful term)

[diag~'(S)S — LI,(X — X) (interference)

diag™(S)S~THIZ (colored noise)
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NONLINEAR

e

m D

L has zero diagonal elements:

L = AH - diag(AH)

NONLINEAR

W) = (AH - diag (AH))X®

Here X(*) is the decoded word at iteration k, computed by minimizing the metric ||§'(") - X||2,

where

Flkt1) W)

Y —
Y —

(AH — diag (AH))X®¥)

and for k = 0 we define X(™ 2 0, It can be casily seen that, if decoding is perfect (that is, if
X&) — X for some k), then
Y*® = diag (AH) X + AZ
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CODING FOF

\/

vertical coding:

= S
— —— - ———coded-symbols are spread

across TX antennas

CODING FOF

\/

\/ : _
77horlzontal coding:

——————+——each X antennais

~ w encoded separately

encoder
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CODING FOF

Y Vertical coding:

VW~ no preliminary decisions available

. toincrease the reliability of symbols
——detected-and-used-for cancellation
e

CODING FOF

\/

] .
\/ horizontal coding:

I —— .  interference cancellation

j&&mﬁ&@ﬁhﬁweakest code
e
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CODING FOR

\/
[

——— w- horizontal + vertical coding:
o . each TX antenna transmits
—v'asubmdeﬁia larger code

20
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Extended Hamming code (B,4,4) — 2 TX antennas — 2 AX antennas
T T T T T T

=)

Word error probability
&

=)

—2— ZF-BLAST,not optimized
—&- FF-ELAST FGVW

—— ZF-BLAST WBRKK

—%— ZF-BLAST genie

—0- MMSE-BLAST,not optimized
—0- MMSE-ELAST,FGVW

—#— MMSE-BLAST,genie

- ML

Extended Hamming code (8,4,4) — 2 TX antennas — 4 AX antennas
T T T T T

o

L

Word error probability
o

—&— ZF-ELAST,not optimized
—F- ZF-BLAST FGYW

—— ZF-BLASTWERKK

—%— ZF-ELAST.genie

—0— MMSE-BLAST,not optimized
—O0- MMSE-BLAST, FGWVW

—%— MMSE-ELAST . genie

-4 ML
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Word error probability

Word error probal

Extended Hamming code {

4 TX antennas — 4 AX antennas

—&— ZF-ELAST,not optimized
—H- ZF-BLAST FGVW

—+— ZF-BLAST WBRKK

—— ZF-BLAST genie

—C— MMSE-BLAST,not optimized
—O0- MMSE-BLAST,FGVW

—4— MMSE-BLAST.genie

—— ML

B,4.4)
T

-4 -2

Extended Hamming code (B,4.4) — 4 TX antennas — B AX antennas

—&— ZF-BLAST.not optimized
—&- ZF-BLAST.FGVW

—— ZF-BLASTWERKK

—+— ZF-BLAST.genie

—C— MMSE-ELAST,not optimized
—0- MMSE-BLAST,FGVW

—#— MMSE-BLAST genie

—%— ML

22
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1=2, =2, QPSK, N=130

CCBO7ALI0S0T
CC([3,7,1,6],[4.7,6,3
CC([50.70100,50;

), ML noint

1), ML noint
1), MMSE it

CC([3.7.1,6],[4,7.6,3]), MMSE it

-5.0 0.0

50
Eb/NO (dB)

=2, =4, QPSK, N=130

CC([3,
CC([50,701[0
CC([3,7.16][4,

CC([5,0,701.,0,58.7]), ML noint
[4.7.6,313, M.

[0,50,71), MMSE =1
7.6,3]), MMSE it=1

L noint

50

ag
Eb/MNG (dB)
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TOPICS
INVE

Actual applications of MIMO will
occur in multiuser environment.
Assess performance in the presence

of MAI.
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Savoy Place, London, May 20, 2003
1st International Workshop on Signal Processing for

Wireless Communications 2003

New Asymptotic Methods
for the Analysis of

Wireless Channels

Sergio Verdu

Department of Electrical Engineering, Princeton

| Wireless Channels |

y; = Hixi +n; (1)
x; = K-dimensional complex-valued input vector,

yi; = N-dimensional complex-valued output vector,
n; = N-dimensional additive Gaussian noise

H; = N x K random channel matrix known to the receiver

e Fading

Wideband
o Multiuser

o Multiantenna
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E | CDMA Channel Model ||

Signal Space with N dimensions. (N proportional to Bandwidth)

Each user assigned a “signature vector” known at the receiver H

e K = number of users
N = spreading gain
o S = _H Sy _ . 7 SK H_

sk the signature vector of the kth user.

— Orthogonal CDMA sik 1id equiprobable on {—1,1}.

— Nonorthogonal CDMA [Random Assignment of Signatures] A is a K x K diagonal matrix of complex fading amplitudes.
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: Multiantenna Channels :

N = number of receiving antennas

K = number of transmitting antennas

H = propagation matrix:
N x K complex matrix whose random coefficients are Gaussian
(independent if the antennas are sufficiently far apart)

o

: Multiantenna Channel. Cont.

Equivalent to Special case of CDMA channel with:

No Fading: A =1
K (number of users) = number of transmitting antennas
N (spreading gain) = number of receiving antennas
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| Multiantenna Channel with Antenna Correlation ||

Entries of propagation matrix H are still Gaussian but no longer
independent, due to proximity of antenna elements within each
array. Modelled by:

E[H.H};) = ELE)

where 2% and E7 are positive definite Hermitian matrices

modeling the correlation at receiver and transmit arrays.

K-user CDMA with L receiving antennas

NL x K-dimensional model:

SA;
H= (2)
SA;
where
>N HmﬁmmTPHT...iDQQT = Hu...h va
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Multicarrier-CDMA + frequency selective fading

The matrix H incorporates both the spreading and the
frequency-selective fading:

Bk = GnkSnk n=1,...N, k=1,...,K

e s, = complex value of the spreading sequence of the kth user
in the nth subband,

e g, = fade level experienced in the nth subband by the kth

user.

Random Precoding Diversity

H=AW
e A is N x N diagonal with iid diagonal elements,

e Wis N x K isometric:
Haar distributed = uniform distribution on unitary matrices
WWi=Wiw =1

10
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Multiantenna with Progressive Scattering

H = HH, --H
—— —

independent

L
N

ﬁwO_m of Singular Values: Omﬁmo?i

1
N/\«s.

oo

log (1 + snrA;(HHT))

M=

logdet (I+sneHHT) =
1

log (1 + sNR @) dF Ry ()

Il
S—

N
Pt (1) = = >0 1HA(HHY) < 2},
=1

11

12
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Hﬁ
—tr
K

Role of Singular Values: MMSE

((r+sweEH) )

K

1 1
K > 1+ snR A (HTH)

=1

SH
————dF (4
\o 1+ snrRz niu()

N [ 1 N-K
Y e YK

14+ sNRx K

13

Asymptotic Analysis with Large Matrices

Size grows with fixed aspect ratio (number of rows/ number of
columns)

Large number of users K;
Bandwidth (spreading gain N) scales with number of users

Load g = % is a key design parameter.
Multiantennas: 3 = transmit antennas / receive antennas

Numerical results — very rapid convergence to deterministic

capacity.

14
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Asymptotic Distribution of Random Eigenvalues

E. Wigner (1955)

0 +1 +1 -1 -1 +1
F100 -1 -1 41 +1
141 -1 0 41 41 -1
Vil 11 o410 41 41
141 41 41 0 -1
41 41 -1 41 —1 0

As the matrix dimension n — oo, the histogram of the eigenvalues
converges to the semicircle law:

F@) = VA—a2, —2<p<2 (5)

T or

16
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0.35

0.3

0.25

0.2

0.15

r=100 t=100

25

17

Distribution Insensitivity: The asymptotic eigenvalue
distribution does not depend on the distribution with which
the independent matrix coefficients are generated.

Zero mean - Unit Variance

“Ergodicity”: The eigenvalue histogram of one matrix
realization converges almost surely to the asymptotic
eigenvalue distribution.

Gaussian case: Nonasymptotic joint distribution of eigenvalues
known.

18
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Girko (1984) Full-circle law for the unsymmetrized matrix

41
1
1] +1
VR
1
1

As the matrix dimension n — oo, the eigenvalues are uniformly

+1
—1
—1
—1
-1
—1

distributed on the unit disk.

Bai (1997) Full-circle law with finite (4 + €)-moments.

+1
-1
-1
-1
+1
+1

-1
-1
+1
-1
-1
+1

-1
+1
+1
+1
—1
+1

+1
+1
—1
+1
—1
+1

What about Singular Values?

19

20
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: Wishart Matrices :

HH' when the entries of H are zero-mean iid Gaussian.

o (Wishart, 1928): Joint distribution of the entries of HHT

e Joint distribution of ordered eigenvalues
(Fisher, 1939) (Hsu, 1939), (Girshick, 1939), (Roy, 1939):

t t t
yerexp (=Y N T T v = M)
i=1 i=1 j=i+1

where ¢t and r are the minimum and maximum of the

dimensions of H.

21

e The marginal probability density function of the unordered

eigenvalues is

t—1

k! _ 2\t
Qan_.ﬁlwv_ ?\» WC,L A re
0

el
Il

where the Laguerre polynomials are

n 1 Ay—n &x —Ay\n+k

22
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Asymptotic pdf of the eigenvalues of H'H

(Maréenko-Pastur, 1967)

For H with i.i.d. entries with variance 1/N:

fola) = (1= 5] o) + L

where
[2]* = max{0, 2},

and
a = TI/\WVM
b = T+/\EM.

[Rediscovered: (Grenander-Silverstein, 1977), (Wachter, 1978)]

23

: MMSE Multiuser Detection :

Asymptotic analysis (number of users — o)
Equal-power users not subject to fading (SV, 1998):

1
4SNR

BBMQAMZNV N H _

n F (sNR, ) (7)

where

Flz,2) % A/\ac V21— o1 - V2 + HVM. ®8)

24
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Unfaded CDMA Capacity/MIMO Capacity

For the equal-power unfaded channel (equivalent to narrowband
multiantenna channel) by means of the explicit asymptotic pdf
(SV+Sh?,1999):

b
CP*(3,sNR) \ log(1 + sNR @) fg(z) dx

= [log, AH + SNR — M.ﬂﬁmzxgmvv

log, e
4SNR

+ log, AH + SNR 3 — Wnﬁﬁmz?mvv - F (sNR, ).

F(z,2) A/\&G.T/\mvm._.H - /\&Clz\mvw._.pvw.

Asymptotic pdf of the eigenvalues of SAATST

For S with i.i.d. entries, and independent diagonal A:

fg(z) =777

26
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The Stieltjes transform

The Stieltjes transform (also called the Cauchy transform) of an
arbitrary random variable X is defined as

1
Sx(2) = E T‘;
Inversion formula was obtained by Stieltjes in 1894:

w—0t+ T

fx(\) = lim rBTxA: E_

27

The n-transform

The n-transform of a nonnegative random variable X is given by:

nx(y) =E ﬁ$_

where v is a nonnegative real number, and thus, 0 < nx(v) < 1.

Asymptotic efficiency at the output of a linear receiver = Sum of:

e “desired signal” with strength ~,
e “background noise” with unit strength,

e “multiuser interference” with strength vX.

_ ,wxﬁlwv

nx(v) 5

28
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n-transform and MMSE Multiuser Umﬁmoﬁoi

1 1 1 & 1
MSE = — H) ) = o
MMSE = :Q:m%m H) v M ”

=1
— Nt (SNR)

-1

nEme(snR) =7 |1+ M SNR|A;|%s;s] | sk — Nprmt (SNR)
i#k

14 snrR A (HTH)

e The n-transform of the Marcenko-Pastur law is

_ ., F(.8)
n(y) =1 15

e The n-transform of the averaged empirical eigenvalue

distribution of the unit-rank matrix ss' is equal to

1

n(v) =1~ 5 A =n1p()) 9)

where N is the dimension of s, and 7p is the n-transform of the

random variable ||s||?.

29

30
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: The Shannon Transform :

The Shannon transform of a nonnegative random variable X is
defined as:

Vx(v) = Eflog(1 +~vX)]. (10)
where v > 0.

dry v
= 1-nx(v)

v

31

Theorem 1 (Maréenko-Pastur, 1967) (Silverstein and Bai, 1995)

e H be an N x K matrixz whose entries are independent and
identically distributed complex random variables with zero-mean
and variance 1/N.

e T be an K x K real diagonal random matrix whose empirical
etgenvalue distribution converges almost surely to a
non-random limit Fp.

o Assume that H and T are independent.

The empirical eigenvalue distribution of HTHT converges to a
non-random limiting distribution whose n-transform is the solution
to

n=1-08+4 Bnr(yn) (11)

32
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Further, if T =1, we have nr(y) = %u

g

=1-/+—"——
n g T+ m

and (11) becomes:

33

MMSE Multiuser Detection with Fading (Tse-Hanly, 2001):
Immediate corollary of (11).

Optimum Nonlinear Performance as a function of
Optimum Linear Capacity, Amww._.m/ﬁ 2001)

Co*(B,sNR) = C™™¢(3,NR ) + log, M + (n—1)logye, (13)

Proof:
o C°PY(3,SNR) = Virrmi (SNR),
o CM™Me(3,SNR) = Vr(SNR),
o Y5Vx(7) =1-nx(7)
o n=1-05+Bnr(yn)

34



Administrator
193


194

: R-transform :

The R-transform of a random variable X is given by

L —nx(y
Rx(p) = )
®
where v satisfies

o =ynx(7)

Example: The R-transform of the averaged empirical eigenvalue
distribution of the N-dimensional unit-rank matrix ss' such that
Is* = c:

l+cp—/—4cp/N+ (1 +cp)? c

R(p) = +O(N72).

20 (14 cp)N

Free Probability, Voiculescu, 1980s-1990s

e In general, we cannot find the spectrum of A + B from the
spectra of the Hermitian matrices A and B.

e If A and B are diagonal independent random matrices, then
the spectrum of the sum is the convolution of the spectra, or
log-MGF {A + B} = log-MGF {A} + log-MGF {B}.

e If A and B are asymptotically-free, then the R-transform of the
sum is the sum of the R-transforms.

36
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A and B are free if

trace{p1(A)q1(B) -+ - pe(A)q(B)} =0

whenever
trace{p;(A)} = trace{q;([B)} =0

where p; and ¢; are polynomials.

Examples of asymptotically free:

e A, and U, B, U*

n’

the Haar matrix U,,.

with A,, and B,, Hermitian, independent of

e A, and B,, independent Gaussian

° mﬂmﬁ mZmW< with independent s; isotropically distributed.

Basic result: If A,, and B,, are “free”

L Bl(ALBE)] = ~ Elr(AL)]

n

1

n

Eftr(BF)]

37
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CLT-counterpart

(Voiculescu, 1985) Eigenvalue distribution of normalized sum of
many free random matrices — Semicircle Law.

39

: Proof of Marcéenko-Pastur Theorem via freeness :

e Write as sum of asymptotically free matrices:
HTH' = 31 Tyhyhl

K
® Rurat =) 1 mﬂorwrw

1Ty 1
® Reinn! (¥) = ¥t T oly)
* Rurai () — Q%

e The n-transform of HTHT satisfies 7(7) = 1 — Rygrat (0)¢
with ¢ = yn(y)

e n(y)=1-31-nr(yn(v)))

40
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S-transform; (Voiculescu 1991)

z+1 _
Ex(z)=—— nx (1+2)

If U and V are free, the S-transform of the spectrum of UV is
equal to the product of the S-transforms of U and V.

(14)

(Hanly-Tse, 2001): The distribution of the singular values of the
matrix

SA;

SA|

is the same as the distribution of the singular values of the matrix

S1A;

SLAL

Engineering interpretation: effective spreading gain =
CDMA spreading gain x number of receive antennas. (but only
pay in bandwidth for the actual spreading gain)

41

42
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Random Precoding Diversity

(Debbah, Hachem, Loubaton, Courville, 2001)

r=AWb+on (15)
where A is N x N diagonal with iid diagonal elements with
distribution pa, and W is N x K isometric (Haar distributed).
n-transform is the solution to

5 |A|%snRr SR (16)
B|A[2ZsNR + (1 — B)npsNR + 1] 1+ nsnRr

Progressive Scattering (Mueller, 2002)

r=HH;---H/b+on AH.NV
independent Hy - - - Hy

S-transform of the spectrum of H{Hy - - .H.HNH.HM e H.HM converges to

B
() =[] —2— (18)
m z+ QSIH

where (3, =number of rows of H,, / number of rows of H,

43
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Multicarrier-CDMA (Tulino+SV,2002)

Cnk = GnkSnk- LThe Shannon transform of the empirical distribution
of the eigenvalues of CTC satisfies asymptotically

with
1 |gnk|*SNR

N 1 SNR |gn; |2
n=1 N Mm«mw 1+SNR 7; +1

Correlated Multiantenna Capacity (SV+AT, 2002)

E[HyHj) = mmm@

C(sNR) = E [log(1 + RpsNR )] + BE [log(1 + TOsNR )] — Bplsnr loge

T R
= m P —— = e
r T + TOSNR % and 0 T + RpsNr %

where the expectations are with respect to the random variables R

where

and T which have the same distribution as the eigenvalues of the
correlation matrices 2% and ZT resp.

46
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Multifold TurboyCodes for
Image Transmission

Bahram Honary™ & Cagri Tanriover”

“*Department of Communication Systems, Lancaster University
"HW Communications Limited

It International Workshop on Signal Processing for
Wireless Communications (SPWC 2003)

A A ®

Presentation Outline

* Overview of Turbo Codes and Multifold Turbo Codes
¢ Multifold Turbo Codes

« Information segmentation, segment grouping, encoding
* M-fold properties, encoder structure, constructible code rates

* Twofold Turbo Codes

» Comparison with classical turbo codes
o Symmetric and asymmetric twofold turbo codes, and their bit error performance

* Unequal Error Protection Using the Twofold Structure
* The generalized and the twofold derived structure
« Still image application, Hue Saturation Luminance decomposition
* Audio application
* Bit and frame error performance
* Visual and aural demonstrations
* Conclusion

Multifold Turbo Codes and Unequal Error Protection - No:2
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Overview of Turbo Codes

¢ Concatenated component codes — parallel, serial

. Interleaving — block, convolutional, algebraic or pseudo random interleavers

* Soft-input/soft-output decoding — confidence level from the demodulator as
well as the component decoders

¢ Iterative decoding — processing a priori information to give posteriori
information with higher confidence

Multifold Turbo Codes and Unequal Error Protection - No:3

Overview of Multifold Turbo Codes

+ Multifold coding is a technique that can potentially improve the bit
and frame error performance of any given turbo code

¢ Multifold coding brings the codeword weight distribution closer to
binomial distribution, which contributes to the improved error

performance

¢ Multifold coding involves;
 Segmentation of an information block

* Grouping of information segments
* Turbo encoding of the grouped segments

¢ During multifold decoding, multiple confidence levels per
information bit are obtained because of the grouping of information

segments

Multifold Turbo Codes and Unequal Error Protection - NO:4
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Information Segmentation

Information block of N bits is split into N sections of equal length, called
segments. As an example, consider a 12-bit information block, for which Ng
can be 6, 4, or 3.

<@ /nformation block length N=12 bits um—-
(NN (N (N [ (N (Y N (O N (N
—
Ng=6 wmmlp 1 2 3 4 5 6
(NN (N (N (Y (Y N (O N (N

Ng=4 1 2 3 4

(N () (N (N N N (N (N (N N e
Ng=3 1 2 3

I one information bit

’QS Multifold Turbo Codes and Unequal Error Protection - N0 :5

Segment Grouping

Then, all possible segment combinations, taken N; at a time, are grouped
prior to encoding (N;< Ng and N#1).

e.g. For Ng=4 there are two possible N; values, namely 2 and 3, which satisfy the above conditions.

N, S=4 —) 1 2 3 4
Ng=

N= 1 2

1 2 3 1 3
1 2 4 1 4
1 3 4 2 3
2 3 4 2 4
3 4

,& Multifold Turbo Codes and Unequal Error Protection - NO:6 ) &
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Encoding Segment Combinations

All segment combinations are separated by different interleavers and are encoded,
and parity bits are generated.

e.g. For the Ng=4 and N;=3 case, 4 segment combinations are encoded.

1 2 3 —+ turbo encoder }—' P{123}
1 2 4 4% II, }—’{ turbo encoder }—' P{124}
1 3 4 4>{ I, H turbo encoder }—> P{134}
2 3 4 —ﬁ 11, H turbo encoder ’—' P{234}

3-fold turbo encoder

Multifold Turbo Codes and Unegual Error Protection - no:7

Multifold Turbo Encoder

For X combinations, information segment groups of A{C,}, A{C,},..., A{C,} are encoded
to generate a parity sequence P{C,}, P{C,},..., P{C,} , where 1<k <X.
The codeword is given by the binary sequence, {A, P{C,}, P{C,},..., P{C,}}.

M-fold Turbo Encoder

INFORMATION
BLOCK, A

TURBO P(C,}

ENCODER

T R, | e

W—ﬁA{ck} G preonor [ PG

Multifold Turbo Codes and Unequal Error Protection - N0:8
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M-fold Encoding

Total number of combinations, taken N; at a time from Ny segments is given by (1)

Ny!

C(Ng,N,)=——>——
(S G) NG!'(NS_NG)!

@

For a given (Ng,N;) pair, the following can be determined:
Number of encoders = C(Ng,N;)

Number of interleavers = C(Ng,Ny)-1

Encoding frequency per information bit, M= C(Ng-1,N;-1)

Such turbo codes are called M-fold turbo codes

Multifold Turbo Codes and Unequal Error Protection - No:9

M-fold Codes & Code Rates

The relationship between ‘M’ and the unpunctured code rate (R) is given in (2)

@

X| X | X]| X | X |X|X]|X]|X

@ X | X| X | X |xX|X|X|X

313 x| X | X |X|X]|x]|X

416 |4 x| X |xX|x|Xx|X

51101101 5 | x | x| X | x| X 1 |im

6|15(20|15| 6 | x| x| x| x 17| e 12t ve | v | x| x | x
7121 135/35|21 |7 | x| x| X U8 | 1722 |136) 136 | 122 | 18| x | x
8128 (56| 705628 8 | x| x 119 129 | V57| 71 | 157 [129] 19 | x
9136 |84|126/126(8436| 9 | x 1/10| 1/37 | 1/85| 1/127| 17127 | 1/85 1/37 | 1/10

T Associated Code Rates

M parameter N,
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Two-fold & Classical Turbo Encoders

In 2-fold turbo coding, each information segment is encoded twice, and hence, two sets of parity
bits associated with each segment, are generated.

: RSC -
%laSSIdcal encoder m
ncoder J\E
AN
A{13} F—{n{13}
2-fold L s
Encoder ._% A23) H m23) F" T encoder
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Two-fold & Classical Turbo Decoders

2-fold Decoder
.

Classical Decoder

m A{12},P{12} A{13},P{13} A{23},P{23}
A{1}P {1} A {1}1.P, {1} [ DEC(12) ] [ DEC(13) |
[ DEC,) | | DEC,1) |

demux(12) l demux(13) ]

Ly(1D) La(L)

S —
L,(13,1 L,(23,2)

L.(L1) L,(LD mux(12)
| DEC,() | DEC,(1) |
+—[ DEC(12) | +—{ DEC(3) | 1| DE(i(23) |
L L) ! !
hard decision L(23,3) L(232) L(121) L(133) L(12.2) LD
re ¥ v
- L

AL}

bard o
AT

LoD L @L(3)

‘max ‘max ‘max
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Symmetric Two-fold Turbo Code

information block size= 4096
codes= g[37,21] (Berrou), g[23,33] (CCSDS), g[23,35] (P16)

R=1/3
a] )

ﬂnm} ->(_Berrou }>fp(13}] , fold
e MW >~ Berrou symmetric two-fo

At Berrou J>fppia)] |
\

> A
[ AU ixital} > CCSDS Jfpiis) >~ CCSDS symmetric two-fold
A2} }————{ CCSDS }*pi1}] |
LA )

113} —>m{13} | P16 P{13} )
1123} |23, Pl6 ri) > P16 symmetric two-fold
{12} P16
3 |
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Symmetric Two-fold Bit Error Performance

Eb/No (dB)
0 01 02 03 04 05 06 07 08

1E_01 ;LJ,‘,LL,‘J,LLl,‘,‘,‘,‘,,‘J,LL,‘J‘J,LLJ,‘;LL,‘J,‘,L,‘J,LLL,‘J,L:
B -| —a—Berrou
1 | - -a- - TF-Berrou
LE-02 7 | ——P16
F | - =x- -TF-P16
1.E-03 -| —e—CCSDS
o e A X | -=--TF-CCSDS |
= LEO04 -+ A Oy < N
=] .
l1E05+ - -~~~ ~5*8°7° N -
1.E06 - N
1teo074
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Asymmetric Two-fold Turbo Code

information block size= 4096
codes= g[3,57] (BNAC), g[23,35] (P16)
R=1/3

{ 4]

RSC code P16
A{23} aﬂ RSC code P16 ]—’
RSC code BNAC]—>
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BER

Asymmetric Two-fold Bit Error Performance

Eb/No (dB)
0 0.1 0.2 0.3 04 05 0.6 0.7 0.8
1E-01 V————t—++— L 1 11 1L L1 L]

77777777777777777777777777777777 ——Berrou |
—x—P16/BNAC

——TF-P16/P16/BNAC

1.E-02 ~

1.E-03 ~

LE04 4 XN e

1.E-05 - e

1.E-06 A

LEO7 1
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Multifold Turbo Decoding Complexity

Multifold processing time overhead (f(M)) compared to its conventional
equivalent is a linear function of the fold, i.e. M, as shown below.

7

6

5

44

processing time overhead, f(M)

/ (M) = 0.5659M -1.051
0 T T T T T T T T T T

e.g. For a two-fold code, the decoding latency is almost the same as the
equivalent conventional turbo decoder — i.e. the overhead is close to zero

4
’&S Multifold Turbo Codes and Unequal Error Protection - no:17 J &

Unequal Error Protection (UEP)
Information frame with N segments - 1 2 3 Ng
Equal error protection sub frames Unequal error protection sub frames
_ 1 2 Ng 1 2 Ng
Z | | 12 Nl
z -
] e N 1 Ng-2
1 2 N S R
1 2
Each colour represents a
different segment 1 Ny
combination. ﬁ ﬁ
Ns  Ngl 2 2
Segment encoding frequencies
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2-fold
Encoder

Modified
Encoder

Two-fold Based (UEP)

A{13} F—{n{13} }—{
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P{12
P{23

A
=
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> )
(98]
—— | | =~ —— haad
——

P{123

colour.

luminance

100%

0%

—— hue

Still Image Application

* Description of colour using hue, saturation and luminance (HSL) has been introduced by the
International Commission on Illumination (CIE), and relates very closely to human perception of

(green)
90°

100%

180°
(cyan)
[ 3
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=——————=_ HSL Decomposition

Encode in

segment 2
(strongest protection)

Encode in
segment 1

SOURCE IMAGE

Encode in
segment 3
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Encoded in Encoded in Encoded in
Segment 2 Segment 3 Segment 1
,& Multifold Turbo Codes and Unequal Error Protection - N0:22 ) &

Audio Application

* When the channel noise corrupts the high magnitude components of an audio sample, such
signal distortions cause high disturbance to the ear.

* UEP scheme can effectively rectify such unwanted audible noise.

Strong error Weak error
protection protection
N
' N

Audio sample =) 7(msb) 6 5 4 3 2 |1 o0(sh
g ~ N ~ J%(_J
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Simulated Code Parameters

Conventional Scheme Twofold UEP Scheme

Code rate: 1/3 Code rate: 3/10

Component code: g(7,5) RSC code Component code: g(7,5) RSC code
Concatenation: Symmetric parallel Concatenation: Symmetric parallel
Block length: 4608 Block length: 4608

Interleaver length: 4608 Interleaver lengths: 4608 and 3072
Interleaver type: Algebraic - Berrou Interleaver type: Algebraic - Berrou
Decoding: Parallel max-log MAP Decoding: Parallel max-log MAP
Iterations: 4 Iterations: 4

» The UEP scheme and the conventional schemes have comparable rates
» The UEP scheme uses two different interleaver lengths
* The channel noise is additive white Gaussian

Multifold Turbo Codes and Unequal Error Protection - N0:23

Bit Error Performance
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Frame Error Performance

1.E+00 §
------- TF segment 1 -
------- Tsogmen7|
------- segmen
e e T e e CEFFEFEEEEEE | TF:ovgraII -
conventional [
1.E-02 e
14 B E
w I b
u ,,,,,,,,,,,,,,,,,,,,,,,,,,,,
1603 |
B0 e
1.E-05 I —
0.5 1 1.5 2 25
Eb/No (dB)
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Decoded Still Images
Conventional Scheme UEP Scheme

Eb/No: 0.700 dB Eb/No: 0.700 dB

BER: 1.13e-2 BER: 5.04e-3

FER: 0.99 FER: 0.5

PER: 1.61e-2 (pixel error rate) PER: 3.95e-3 (pixel error rate)

Multifold Turbo Codes and Unequal Error Protection - no:26
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Conventional Scheme

Eb/No: 0.800 dB
BER: 6.45¢-3
FER: 0.92

PER: 9.18e-3

Decoded Still Images

UEP Scheme

Eb/No: 0.800 dB
BER: 7.07¢-4
FER: 0.216
PER: 4.89¢-4

Multifold Turbo Codes and Unequal Error Protection - no:27

Decoded Still Images

Conventional Scheme

Eb/No: 0.700 dB
BER: 1.13e-2
FER: 0.99

PER: 1.61e-2

UEP Scheme

Eb/No: 0.600 dB
BER: 2.02e-2
FER: 0.775
PER: 1.75e-2

Multifold Turbo Codes and Unequal Error Protection - N0:28
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Decoded Still Images

Conventional Scheme

UEP Scheme

Eb/No: 0.800 dB

Eb/No: 0.645 dB
BER: 6.45¢-3 BER: 1.15¢-2
FER: 0.92 FER: 0.65
PER: 9.18e-3 PER: 9.88¢-3

A

Multifold Turbo Codes and Unequal Error Protection - No:29

Decoded Audio Files
Conventional Scheme UEP Scheme
Eb/No: 0.900 dB Eb/No: 0.900 dB Eb/No: 0.730 dB
BER: 2.68¢-3 BER: 3.60e-5 BER: 2.86e-3
FER: 0.860 FER: 0.043 FER: 0.374

Multifold Turbo Codes and Unequal Error Protection - no:30
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GERAN ALGORITHM AND SYSTEM RESEARCH — PHYSICAL LAYER
Gilles Charbit
Nokia Mobile Phones, UK

Abstract: this contribution aims to give an overview of some key system research concepts in
GSM/EDGE physical layer standardisation and possible candidates for GERAN evolution.

1. INTRODUCTION

The first step towards GSM was to allocate a common frequency band in 1978. In 1990 the GSM
specifications for 900 MHz band were frozen. The 1800 MHz band was standardised in 1991. As GSM
standardisation could not include all aspects before the service launch, the specifications were divided in
phase 1 and phase 2. In 1992, further enhancements of GSM standards were planned for Phase 2+,
which was then followed by further ETSI releases 97, 98, and 99. In 2000, the specification of
GSM/EDGE was moved from ETSI to 3GPP. Release 4 was the first 3GPP release of GERAN. The
decision facilitated the introduction of a multi-radio UMTS standard based on 3G radio technologies
UTRAN (WCDMA) and GERAN (GSM/EDGE). 3GPP aims to maximize end-to-end performance with the
introduction of 3G multimedia services. Figure 1 shows the GSM/EDGE standardisation phases and
releases including a subset of key specifications.

Rel >6 MMa oM 72 N

m’ 6 Single Antenna Interference Cancellation (SAIG %
Rexible Layer Cne (LO)

WB-AVR 8-PSKHRAMR >

Rel 5 Handset Location (LCS) over packet services

Enhanced cell celection for packet services (NACC)
m 4 New frequency bands

Rel 99 Enhanced data rates EDGE (EGPRS and ECSD) <

Enhanced speech quality and capacity Adaptive Multi Rate (AMR)
Rel 98 1andset locetion (LCS) over dircuit-switched services

Packet data GPRS, multislot Grcuit-switched data HSCSD
Rel 97 CS1 -4, 144 kbps >E
GSM ph2+ Enhanosd Fll Rete () speech

Gsw phZ Half rate speech

m m1 Quircuit-switched Full-rate speech, data 9.6 kbps, SIS
GVIK Frequency hopping, Power control, DTX J

1992 1995 1998 2000 2002 2005

Figure 1 GSM/EDGE standardisation phases and releases.
The GSM/EDGE system parameters are given in Table 1.

Duplex method FDD
Multiple access TDMA
Modulation GMSK / 8PSK
Carrier spacing 200 kHz
Carrier bit rate 270.833 kbit/s
Frame length 4.615 ms
Slots per frame 8
Frequency band 880-915 /935-960
[MHz] 1720-1785 / 1805-1880
1930-1990 / 1850-1910
Hard handover
Radio resource Power control (UL & DL)
management Frequency-hopping
Discontinuous transmission (DTX)
Link adaptation

Table 1 GSM/EDGE system parameters
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2. GERAN PHYSICAL LAYER

GSM physical layer performance analysis is typically considered over three generic radio environments:

Vehicular radio environment with large macrocells, large transmit powers, and fast-moving mobiles.
Significant path loss, delay spread, and Doppler effect affect range (coverage).

Outdoor-to-indoor & pedestrian radio environment with small microcells, transmit powers, and slow
mobiles. Shadowing, building penetration loss, and co-channel interference affect network capacity.
Indoors office radio environment with small transmit power, base stations and users located indoors,
and slow mobiles. Wall and floor penetration path loss affect coverage.

The physical layer is illustrated in Figure 2. A number of radio air interface and radio resource
management methods are used to improve range, capacity, and Quality of Service (QoS).

Multipath channel & Radio environment: ==> Improve range (coverage)

e Shadowing (slow fading): slow AGC

¢ Man made noise (urban & suburban) and receiver noise: better receiver sensitivity

o Delay spread: Adaptive equalisation (up to 600% Inter Symbol Interference)

e Fast Rayleigh fading: Frequency Hopping, Space / polarisation diversity, Interleaving
¢ Doppler shift random frequency variation: Automatic Frequency Correction

e Path loss and attenuation / blockage: Cell splitting, Antenna design, Transmit diversity, Beam forming
Interference from other cells: ==> Improve Network Capacity

e Diversity receivers

¢ Interference cancellation

e Frequency-hopping

e Power control

End-to-End performance: ==> Improve Quality of Service (QoS)

Link adaptation (AMR, GPRS, EGPRS)
Packet scheduling
Incremental Redundancy (EDGE),

b

RadioW
b

- limited EDGE service area
with 8-PSK modulation

- link adaptation GMSK <->
8-PSK

- both GMSK and EDGE
users on the same carrier

8-PSK coverage

GMSK coverage

Radio Air Interface  Radio Resource Management

» € »

A

Path loss Power Control,
Multi-path propagation Frequency-hopping
Co-Channel interference ~ Handover
Adjacant interference Link Adaptation
Man-made noise Radio Link Control

Figure 2 Radio air interface and Radio resource management functions.
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Radio air interface impairments require receiver algorithms processed in the baseband. The Base station
(BTS) has multiple antennas for diversity receipton to improve range and network capacity (Maximum-
Ratio Combining, whitening). Handset has single antenna. Oversampling is commonly used. Receiver
algorithms are key to physical layer performance in terms of E,/N, and C/I gains both for GMSK and
8PSK sensitivity and interference cases (static, Typical Urban, Hilly terrain, Rural Area propagation
models defined in 3GPP 45.005 specification). The block diagram of a 2-antenna BTS with diversity
receiver algorithms for GMSK/8PSK modulated signals is shown in Figure 3.

GMSK & 8PSK Detection Algorithm Research:

e MMSE-DFE equaliser with MMSE prefilter that makes the signals minimum phase linear for DFE
stage stability and concentrates the channel energy in the first 2 taps for low trellis complexity [1].

¢ Reduced-State Sequence Estimator (RSSE) further reduces 8PSK detection complexity [2].

¢ Enhanced AFC algorithm increases 8PSK detection robustness to phase noise and Doppler shift.

e GSM/EDGE receiver iterative algorithm [3]: Low-complexity methods for turbo equalisation, iterative
channel estimation, or iterative whitening reduce implementation complexity in BTS and handsets.

Spatially \ Temporally whitened MRC wei . hase fr
. g P q
signal & channel taps ( corrected signal & channel taps
U i signal & ™
channel taps 7] (VYo 2 . H
] Main 1 &
(@122 g ocossi o 3 g
@) 1Am2) = ) Processing [=> 3 s= HD
7¢__)1 2 Channel = 2im 1 = 82 bits
Mty 2 o = sol §£5
2 estimation, (hyg15hg2) 3 ! @ | > =2 >
symbol g B .'n" So
synchronisation, s I € R
(Zo12) & Blind CorZoe) | R 1 - 2 F ag
—) Modulation 7 Q 2
0 ) " (hpy,hpp) 2 % Branch hl,, N 2
E P i 3
'y 2 E (hph)p 2 —> H
'y ~

! u.ml
Iteration Processing
(Turbo isation & i [
imation / : P

Figure 3 GERAN (GSM/EDGE) diversity receiver algorithms

GMSK and 8PSK detection can have mostly shared functionality.

3. ADAPTIVE MULTIRATE SPEECH CODEC.

Adaptive MultiRate (AMR) speech codec was standardised in Release 98 and is being introduced in live
GSM networks. AMR includes eight speech codecs supported in the FR GSM channel mode (22.8 kbit/s)
by means of puncturing and channel coding (CRC and convolutional). Only six speech codecs are
supported in HR GSM channel mode (11.4 kbit/s). AMR rates are summarised in Figure 4.

Voice
quality Average code rate
Speech Speech GMSK $PSK
Codec codec rate
FR HR HR
FR 13.0 kbit/s 0.57
HR 5.6 kbit/s - 0.49
EFR 12.2 kbit/s 0.54 -
AMR 12.2 kbit/s 0.54 - 0.36
10.2 kbit/s 0.45 - 0.30
7.95 kbit/s 0.35 0.70 0.23
7.4 kbit/s 0.32 0.65 0.22
6.7 kbit/s 0.29 0.59 0.20
5.9 kbit/s 0.26 0.52 0.17
5.15 kbit/s 0.23 0.45 0.15
Robustness 4.75 kbit/s 0.21 0.42 0.14

Figure 4 AMR speech codec and channel codec rates

AMR dynamically adapts to radio channel and traffic load conditions through link adaptation. It selects
FR or HR GSM channel mode and speech codec mode to optimise speech quality and network capacity.

3
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There is trade-off between speech codec bit rate and channel codec bit rate. In poor channel conditions,
AMR provides better FR speech quality with increased network capacity; in good channel conditions,
further network capacity with acceptable HR speech quality can be achieved. Based on their network
requirements, operators drive AMR feature deployment and strategy. As speech quality is subjective, a
Mean Opinion Score (MS) test is used to evaluate speech quality. AMR FR gives better speech quality
than GSM EFR in interference-limited environment; AMR HR speech quality is similar to that of GSM FR
across C/l range. AMR was shown to provide 5 dB link level gain or up to 150% network capacity [4].

AMR Full Rate performance compared to AMR Half Rate performance compared to
Full Rate EFR in Clean Speech Full Rate in Clean Speech
I\SIIOS (Mean Opinion Score) M505 (Mean Opinion Score)
.0 .
4, e \ 4.(
3.0 3.0
2.0 EFR 2.(
AMR FR

10 16 dB 13dB 10dB 7dB 4dBCH ! 19dB __16dB 13d8 __10dB 7dB 4dBCJ

Figure 5 AMR speech quality compare to GSM EFR and GSM FR.

4. EGPRS THROGHPUT OPTIMISATION.

EDGE (EGPRS & ECSD) was standardised in Release 99 to enhance GPRS & HSCSD services. It is
being introduced in live GSM networks. The tripling of data rates over GPRS or HSCSD services is
provided by the use of 8PSK modulation — i.e. 3 bits per symbol, compare to 1 bit per symbol in GMSK
modulation. 8PSK has smaller cell range than GMSK, as it requires larger SNR at the receiver for correct
detection. The transmission power amplifier efficiency of 8PSK modulated signals is reduced compare to
GMSK, as 8PSK has a 3.2 dB mean peak-to-average ratio (10° probability that signals exceed this
PARR). This affects the transmitter cost. GMSK modulation has constant envelop property.

EGPRS Modulation and Coding Schemes (MCS) are summarised in Table 2. A punctured convolutional
code with mother code rate 1/3 and constraint length 7 is used by all the EGPRS MCS modes for the
data payload and Medium Access Control (MAC) /Radio Link Control (RLC) header. There are 4 radio
blocks per RLC block. Block interleaving is used. RLC blocks failling the CRC check are re-transmitted.

Scheme Modulation Data User Rates Code Rate | Blocks per
[kbps] 20 ms
MCS-9 8PSK 59.2 1.0 2
MCS-8 59.2 0.92 2
MCS-7 44.8 0.76 2
MCS-6 29.6 0.49 1
MCS-5 224 0.37 1
MCS-4 GMSK 17.6 1.0 1
MCS-3 14.8 0.85 1
MCS-2 11.2 0.66 1
MCS-1 8.8 0.53 1

Table 2 EGPRS Modulation and Coding Schemes.

Link Adaptation (LA):

In EDGE, the MCS mode can be changed dynamically on an RLC-block basis. The RLC header includes
information on the MCS mode, so channel decoding can be done accordingly. Link adaptation chooses
the best MCS mode for prevailing channel condition to optimise throughput. Switching between MCS
modes may be based on different quality measures — e.g. BER, C/I, BLER, etc.

Incremental Redundancy (IR):

The selective-ARQ protocol in RLC layer requests retransmission of incorrectly received RLC blocks
based on ACK, Non-ACK information obtained during polling on the associated logical channel
PSACCH. This is typically done once or twice per second to minimize delay for end-to-end services.

4
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The re-transmissions use different puncturing schemes with convolutional coding. The probability of
correct reception is improved by combining the original transmission information (which failed) with that
of the re-transmission(s). An example for MCS-4 or MCS-9 with basic code rate 1/1 (this uses 2/3
puncturing rate) is shown in Figure 6.

Djjj original data

o stmssin )| 71 7 1 7 1] =
r=11

1
|
|
T
|
|
: 1st decoding attempt
|
|
|
|
|

r=1/72

r=1/3

-

r=11

Figure 6 Incremental Redundancy for MCS4 or MCS9

Different puncturing tables are used for the transmissions, resulting in different bits being transmitted
over the air interface. After equalisation and de-interleaving, the received soft bits for each transmission
are stored in memory at the receiver, and combined with those of the latest transmission. This decreases
the effective code rate of the RLC block, but the extra redundancy allows more robust decoding by the
convolutional decoder — e.g. at the 3" re-transmission, there is no erasure and the effective code rate is
1/3. After 3 re-transmissions the bits may be transmitted again over the air interface, and soft combining
is performed by averaging the soft received bits before convolutional decoding. For other MCS modes,
some of the bits may the re-transmitted during the 2™ or 3™ re-transmission. Re-transmission can be
done using a different MCS mode, providing it is in the same family of MCS mode — e.g. MCS3, MCS6,
MCS8, and MCS9 are in the same family. If the channel conditions deteriorate significantly, the Base
Station Controller (BSC) may switch to a more robust MCS mode during RLC block re-transmission.

5. SINGLE ANTENNA INTERFERENCE CANCELLATION.

In 1996-1997, Joint Detection-Single Antenna Interference Cancellation (JD-SAIC) was studied in
concept Beta of UMTS FRAMES. Single Antenna Interference Cancellation (SAIC) is being standardised
in 3GPP GERAN Release 6 (GMSK-GMSK interference specification targeted to end of 2003). Network
capacity is DL limited in GSM. The BTS typically uses multiple-antenna receivers, while the handsets
use single-antenna receiver. This creates a UL-DL unbalance, as the diversity gains provided by
multiple-antenna reception can only be obtained in the BTS. SAIC improves network capacity by
suppressing interference in single-antenna handset by means of signal processing in the baseband unit.

Recent results for GMSK modulated signals were presented in 3GPP GERAN WG1:

e Link-level simulations of SAIC algorithms at 900 MHz & 1900 MHz showed 7-10 dB C/I gains for a
single synchronous co-channel interferer.

o Network level simulations showed 200% voice capacity gains over a network without SAIC hansets.

e Field trials showed 2.7 dB and 5 dB link gains in an un-synchronised & synchronised GSM network.

The standardisation work is progressing, as assumptions for the research framework, and algorithm &

system research are still open. The link-level and system-level modelling flow is shown in Figure 7.

e Link-level model based on multiple-interferer scenario is needed — i.e. Dominant-to-rest Interferer
Ratio (DIR), which is increased by steep pathloss attenuation slope, large deviation in shadowing,
DTX and fractional load, cell sectorisation, and irregular cell deployment.

5
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¢ Network parameters for system model need to be agreed

e SAIC algorithm & system research — constant modulus method, Joint detection method. 8PSK
interference cancellation is the most challenging research opportunity.

¢ SAIC Handset feasibility study in Baseband processing

SOLIBUIS
Ja0MPU
JuBAIRY

i S}Eem
simulations
System
simulations
Link —)system‘ Link
interface ‘_‘ simulation:

L RS

Link
simulations

Figure 7 Link-level and system-level modelling.

LTTe)

6. MULTIPLE-IN MULTIPLE-OUT ANTENNA SYSTEMS

There has been much hype about multiple-In Multiple-Out (MIMO) systems. MIMO is currently
considered in 3GPP2 standardisation for CDMA technology. There has been interest for WLAN systems
and other related technologies. MIMO might be considered in 3GPP GERAN to improve user data rates /
throughput, spectral efficiency, and range. A MIMO systems such as a 2x2 MIMO system (Figure 8) may
not require HW changes in Network side, “only” HW change due to second antenna in MS.

Transmitter| Receiver

Figure 8 2x2 MIMO system

MIMO transmission impact on network capacity requires system-level investigation. A comparison
between MIMO and simpler 2-antenna MRC/IRC handsets or single-antenna SAIC handsets could be
made. A MIMO system has M transmitters that transmit simultaneously different data sequences
separated in space by using different antennas (or polarised antenna), and N antennas at the receiver (N
> M). The transmitted signals experience independent fading profiles, which provides diversity that the
MIMO receiver can exploits. In MIMO transmission, path from each transmitter antenna to each receiver
antenna exists. The channel impulse responses are used as a "signature” to differentiate the transmitted
data from each other to make the data reception possible. Non-correlated signal paths are required.

MIMO Algorithm Research: [5]

e MLSE receiver jointly detects the transmitted sequences with a joint prefilter and joint MLSE trellis
equaliser to optimise performance, but complexity increases exponentially with the number of
antennas. There are numerous techniques to reduce the trellis equaliser complexity.

6
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e Linear receiver detects one transmitted sequence at a time, and processes the others as
interference, with whitening, MMSE, or blind methods. The complexity increases linearly with the
number of antennas. Performance is sub-optimum.

e |terative receiver estimates the transmitted sequences and radio channel iteratively to give trade-off
between performance and complexity.

7. ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING

An Orthogonal Frequency Division Multiplexing (OFDM) system back-to-back compatible with GSM was
proposed in the Gamma group of UMTS FRAMES [6]. An OFDM system is illustrated in Figure 8. The
OFDM symbol was half a GSM burst period, and mapped to 24 sub-carriers by means of IFFT
processing. The sub-carrier spacing is 4.17 kHz and the band slot width 100 kHz - i.e. two OFDM
symbols could be sent in a GSM burst period over a 200 kHz bandwidth.
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Figure 9 OFDM system.

OFDM symbols are much longer than the delay spread, resulting in flat fading channel that can be easily
equalised — i.e. the OFDM symbol do not overlap so there is no significant Inter Symbol Interference
(ISI). High frequency-clock accuracy is required for the orthogonality of OFDM sub-carriers to reduce
Inter Carrier Interference (ICl). OFDM has high Peak-to-Average Ratio Power (PARP), which is an issue
in handset and long-range applications. It can be reduced by means of source coding and clipping. A
cyclic prefix is needed to ensure circular convolution properties, which allows 1-tap equalisation at the
receiver. As OFDM symbol equalisation is trivial, multi-level QAM modulation such as 16QAM or 64QAM
are possible. This improves user data rates / throughput and spectral efficiency. The impact of OFDM
transmission on range and network capacity is an issue that needs investigation at system level. An
OFDM system needs long OFDM symbol periods to be robust against multipath, and sufficient sub-
carrier spacing to allow for frequency synchronization and/or Doppler effects. We have

B
Br . <<N<<—
d

where 7. = 20 ps is the delay spread, f; = 100 Hz the Doppler frequency, B=270833 kHz the carrier bit
rate, 5.6 << N << 2800 the number of sub-carriers. If N is close to the lower bound, the efficiency is
reduced because of the cyclic prefix; if N is close to the upper bound, ICI is increased due to Doppler
effects. The choice of N also depends on DFT implementation algorithms for modulation / demodulation.

OFDM algorithm & system research:

e Source coding and clipping to reduce PARR

e Optimisation of OFDM frame format / burst mapping
- Cyclic prefix for low-complexity equalisation
- Pilot symbols / training sequence overhead for channel estimation
- Redundancy overhead for channel coding
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e Co-channel interference mitigation algorithms
e Automatic Frequency Correction algorithm for high-speed mobiles, RF phase noise, and IClI
mitigation.
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