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1) Purpose of the visit
In order to optimize communication, humans use several techniques to compact the information transmitted. Nonetheless, receivers are able to recover the omitted information on the discourse using their background knowledge about the world and the communicative context.

Retrieve this implicit information is crucial for many natural language processing tasks, such as Information Retrieval, Question Answering, Machine Translation, etc. However, both gather background knowledge and use it to recover the implicit information are very challenging tasks.

Events are a typical case where background information is omitted. They are often optimized exploiting the models that we manage about the physical world, but also the structure of events into sub-events.

We can express some atomic events as propositions, which are tuples of words that have some determined pattern of syntactic relations among them. When they express some event, we call them eventive propositions.

Many eventive propositions require an intermediate concept that is missing in the text for their full interpretation. The implicit concept transfers some semantic properties to the object that makes it acceptable as a verb argument. Consider the following example:

“Cedartown's David Stocks stays focused as he prepares to catch a pass.”

The expression catch a pass used in this example does not have full meaning because a pass is not something that can be physically caught. However, as humans assume that the information received is relevant [1], we infer that it refers to a sequence of events where an unknown player passes a ball and David Stocks catches that ball (X1 – passes- ball, X2 – catches - ball). In this case, the verb catch and the object pass are related by the concept ball. Even if this kind of inferences are simple for humans, machines struggle to unfold these language contractions.

We addressed this challenge in the paper Unsupervised Interpretation of Eventive Propositions [2]. We proposed an unsupervised method to provide a set of interpretations for each eventive proposition. An interpretation in this case was a pair of coupled propositions explaining the first proposition.

These propositions are our background knowledge, and are automatically harvested from a text corpus. As a matter of example, some syntactic relations would be NVN (police – catch - person), NVNPN (Liza – catch- attention – during - year), NVPN (you – catch – with - language), etc.
In this first approach we manually evaluated whether the interpretations are correct with a categorization into three different cases: correct, useful and wrong. This evaluation was useful as an exploratory process, but relies on human judgment and it does not provide a benchmark to compare future systems.
The proposed main goals of the visit were:

• Define a methodology to evaluate the recovering of implicit information in the context of eventive propositions. There are some proposal such as CogALex Shared Task [3] at the lexical level. However, we plan to go a step beyond up to the propositional level.

The methodology should allow an automatic comparison between different systems, establishing also a gold standard that provides a benchmark to measure the improvement of the subsequent systems, in the manner of CLEF or Semeval evaluations [4][5].
• Build larger resources for evaluation. Previously we have used a small collection of about 30.000 New York Times articles about US football to build a Proposition Store. This collection is somehow small, and above all it is very domain-dependent. We aim to get a better resource for evaluation, and for the next experiments, we will use a larger corpus of newswire text. This collection is distributed for the TAC KBP task [6] and it is composed by around 1.5 million documents that belong to different categories including newswire, blogs and phone calls transcriptions.

2) Description of the work carried out during the visit
Our first main goal in this stay is to clearly define the problem of the recovering of missing information in the context of eventive propositions, including a formal evaluation. This task is far from trivial, as there are many aspects that are involved. The two main aspects that we have focused on are the retrieval and the ordering of propositions.

The retrieval of propositions can be seen as a process where a proposition is mapped to a set of propositions. Therefore one plausible evaluation is, for a given proposition and a database of propositions, measure if the propositions retrieved by a system are relevant.  By developing this idea, this process can be seen as a semantic parsing process, where a sentence is transformed into a proposition and then mapped into a database. In "Large-scale Semantic Parsing without Question Answer Pairs" [7], Siva Reddy et al. show how to map natural language sentences to Freebase relations using Freebase and a corpus tagged with Freebase entities. This work is interesting because it proposes a method to link natural language to a large dataset of different relations. Inspired by this, we design a technique to map propositions extracted from sentences to Freebase, with the final objective in mind replace this database with an automatically generated one, i.e. a proposition store. We are currently working towards this goal.

Second, it is important to evaluate the order and coherence of the retrieved propositions. In  "Unsupervised Learning of Narrative Schemas and their Participants" [8], Chambers and Jurafsky gather coherent sequences of events through an unsupervised method that takes advantage of the coreference relations between arguments of consecutive verbs. This paper gives us a hint on how to order the retrieved propositions. However, this line of research is postponed due to the lack of time.

In order to achieve a better understanding of this task, we developed in parallel a bottom-up approach and studying the CogALex Shared Task, which can be seen as a simplification of the interpretation of events: Instead of retrieve a set of propositions that explain a proposition, the goal is retrieve a word that is related to a set of words.

CogALex is focused on the problem of measuring the semantic similarity between terms. Traditionally, this has been evaluated on hand-made datasets, where each pair of terms has a relatedness score. However, these datasets are expensive to create, and prone to errors due to the subjectivity of the similarity between terms.

This task proposes an alternative evaluation where a multi-word stimulus is provided (i.e. a set of five words) and a single target word is expected as associative response. In their own example, given 'circus', 'funny', 'nose', 'fool' and 'fun', the expected answer would be 'clown'.  This task is closely related to the priming and cue literature, which is a large research topic on psychology.

From a computer-science perspective, there are two main approaches to solve this task. The first is to rely on knowledge databases like ontologies or other manually built resources, and the second is to gather statistics about semantic similarity across corpora and build a distributional semantic model. This last approach permits the use of unsupervised methods that can handle large amounts of data, and hence it is currently more popular.

We developed a technique that uses a Latent Variable Model of Compositional Distributional Semantics on Dependency Grammars. Unlike the basic topic model approach, this model is trained on bag-of-words representations extracted from dependency trees, where each word is tagged with the POS. The composition is treated as inference over a graphical model, and its main advantage is that it produces a disambiguation effect when considering several words. 

The biggest drawback of this approach is that the words are tied to its POS. However, it is difficult to identify the POS of the stimuli due to the lack of context in this particular problem. We expect to use a new version of the topic models where all the POS of a word are collapsed in the same vector.

We have also classified the categories of the stimuli, regarding its relation with the target word. We hypothesized that the correct identification of the relation between stimuli and target would boost the performance, and therefore we have experimented with different methods to classify the stimuli. We are also experimented on which is the best method to measure the similarity once the category of the stimuli is decided.

The second main goal was to build a large resource for evaluation. Previously we have created a Proposition Store with 30.000 New York Times articles about US football. We describe the results obtained on the next section.

   
3) Description of the main results obtained

The main results obtained during this stay are related to the second goal, Build resources for evaluation. Specifically, we have built two new Proposition Stores of general domain text.

The first one is composed from the collection distributed for the TAC KBP Task [6]. This collection contains around 1.5 million documents that belong to different categories, including newswire, blogs and phone calls transcriptions. The result is a Proposition Store with around 30 million entries, where almost 20 million of them are unique. 

The second Proposition Store is built from the ukWaC corpus [9], which is a 2 billion word corpus crawled from the .uk domain. We have discarded the linguistic annotations distributed along the corpus. This corpus is interesting because the main language used is British English. This store has around 350 million entries, 148 million unique.
We expect that this resources can be used for many different tasks. In the context of the eventive semantics, this resources will be useful to extend the retrieval of domain-specific propositions such as the ones used on [2] to a more general text. 

4) Future collaboration with host institution (if applicable)

The stay at the University of York has been harnessed to write and submit a proposal for the FET-Open September 2014 call. In case of being accepted, this project will allow to extend the collaboration between both universities in the topic of Textual Inference, Enrichment and Grounding.
5) Projected publications / articles resulting or to result from the grant (ESF must be acknowledged in publications resulting from the grantee’s work in relation with the grant)
Our results require further refinements before publishing. However, we expect to be able to submit a paper to either the International Joint Conference on Artificial Intelligence (IJCAI) or the Association for Computational Linguistics (ACL) in the following months.
6) Other comments (if any)
References

[1] Dan Sperber, Deirdre Wilson, Ziran He, and Yongping Ran. "Relevance: Communication and cognition." (1986).

[2] Anselmo Peñas, Bernardo Cabaleiro, and Mirella Lapata. "Unsupervised Interpretation of Eventive Propositions." In Computational Linguistics and Intelligent Text Processing. Springer Berlin Heidelberg, 2014. 379-390.

[3] Michael Zock and Chu-Ren Huang. “Coling 2008: Proceedings of the Workshop on Cognitive Aspects of the Lexicon (COGALEX 2008)” Coling 2008 Organizing Committee. Manchester, United Kingdom,  2008

[4] Preslav Nakov, Zornitsa Kozareva, Alan Ritter, Sara Rosenthal, Veselin Stoyanov, and Theresa Wilson. "Semeval-2013 task 2: Sentiment analysis in twitter." (2013)

[5] Iris Hendrickx, Preslav Nakov, Stan Szpakowicz, Zornitsa Kozareva, Diarmuid O. Séaghdha, and Tony Veale. "SemEval-2013 task 4: Free paraphrases of noun compounds." Atlanta, Georgia, USA (2013): 138.

[6] Heng Ji, Ralph Grishman and Hoa Trang Dang, “Overview of the TAC2011 Knowledge Base Population Track”, in TAC 2011 Proceedings Papers, 2011.

[7] Siva Reddy, Mirella Lapata, and Mark Steedman. "Large-scale Semantic Parsing without Question-Answer Pairs." Transactions of the Association for Computational Linguistics 2.10 (2014): 377-392.

8] Nathanael Chambers, and Dan Jurafsky. "Unsupervised learning of narrative schemas and their participants." Proceedings of the Joint Conference of the 47th Annual Meeting of the ACL and the 4th International Joint Conference on Natural Language Processing of the AFNLP: Volume 2-Volume 2. Association for Computational Linguistics, 2009.
[9] Adriano Ferraresi, Eros Zanchetta, Marco Baroni, and Silvia Bernardini. "Introducing and evaluating ukWaC, a very large web-derived corpus of English." Proceedings of the 4th Web as Corpus Workshop (WAC-4) 2008.

