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1) Purpose of the visit

The goal of this project is to characterise source variability at the per-CCD level within a FOV transit in data from the Gaia satellite.
The purpose of the visits was to create a close collaboration with the Alertpipe team to take care of the implementation and testing of the module dedicated to fast variability. It was a crucial part of the project to investigate the instrumental (and astrophysical) contamination of the data and the operation of the Alertpipe infrastructure, so that the interactions between the new module and the rest of the pipeline could be optimised. Getting data access and an in-depth knowledge of the processing steps and database infrastructure was indispensable. This was only possible because of the close interaction with the Cambridge Gaia team that this grant provided. 
2) Description of the work carried out during the visit

During the period that the visit was planned to take place, it became apparent that there were a number of (external) data processing problems which prevented us from working directly on the detection of intra-CCD variability in the Gaia data.
The most significant problem was posed by the cross-matching algorithm, designed to create the time-series data for each object Gaia detects, which did not function properly, grouping together lightcurves of different stars to one and the same source-ID. This made it impossible / very labour-intensive to perform variability detection on any data-level, and the main priority lay in resolving these issues first, rather than focussing on the per-CCD data at this stage.
Furthermore, diffraction spikes around bright objects caused the on-board software to detect thousands of new sources each day which were not detected before. As a result, the Alertpipe infrastructure was reporting ~ 100000 new alerts per day by investigating the per-transit timescales. This also meant that investigating the per-CCD timescale data was of lower priority, and we decided it would be more useful to split the long visit into multiple shorter visits. During these visits the focus was on fixing the major Alertpipe problems. At a later stage our focus shifted towards the analysis of real data.

The first visit was dedicated to getting to know the ins and outs of the databases that are in use, together with the data flow and processing chains to get an understanding of the many steps the data go through before they arrive at Science Alerts. During this visit we also set up remote access to the databases, documentations and software still in the test-phase. This ensured that I could dig deeper into the details of the database and pipeline at any time. 

In the meantime, the Science Alerts programme did disseminate transient alerts, which had to be confirmed by manually iterating that the events that the pipeline found were real. The process of vetting potential new candidate alerts was designed from scratch, and needed to be validated and refined. One of the visits was dedicated to improving the initial design, getting to know the details of the selection/detection algorithm, and validation of the whole procedure. Because we had remote access to the relevant data, this knowledge could then be applied from the home institute in a regular fashion (though still in close collaboration with the Cambridge team).

In the meantime we also started looking at the Ecliptic Pole dataset, to get our hands dirty with some real data. We started by testing a very crude detection algorithm, a simple outlier detector both on per-transit and per-CCD data.
The results of a simple outlier detector, where lightcurves get flagged as variable when there are X outliers above a certain magnitude threshold in the data (see Figure 1, last section), showed that in fact there were very many outliers and such an algorithm would not suffice to reduce the false alarm rate to an acceptable level. This prompted the question of where these outliers were coming from, either from astronomical artifacts (e.g. cosmic rays, bright stars, asteroids), from on-board contamination (charge injections, blooming, hot pixels, diffraction spikes) or if they were a result of the various data processing steps prior to the Science Alerts database.
By definition we are looking for specific outlier patterns in the data, so the identification and analysis of outliers in the data (where you do not expect them) provided a platform to identify them and think of ways to mitigate those problems in the future.
One of the visits to Cambridge was dedicated to discussing the details of these tests, the analysis of recurring outlier patterns and ways to incorporate mitigation in the existing software.
Based on these results, a 1-day meeting was organised together with an expert on the on-board functioning of the satellite, to identify possible causes for the spurious transits/datapoints we encountered. This then lead to the implementation of various new flags for on-board events, which are now implemented in the SA databases and hence are very easy to identify and mitigate. 

Because a simple outlier detector is not sophisticated enough, we have chosen a different detection algorithm, which we have validated first on external datasets, and are improving based on these results. The next step is to validate our detection algorithm on real data, to investigate if it is possible to keep the contamination rate of false alerts low enough to implement this into the existing pipeline and publish these alerts on intra-CCD variability to the public. Preliminary results show that this algorithm is also succesful in distinguishing between variable stars and transient events (see Figures 2 and 3, last section), which is related to the political side of the Gaia collaboration.

This (political) issue is the need to distinguish variable stars from transient events, because the processing and analysis of variables is the task of the variable star group (CU7). In particular some short-timescale events which might at first seem like transient behaviour may later turn out to be periodic in nature, so in principle they should not be alerted upon. Because in CU7 there is also interest in short-timescale events there is a natural overlap between our work and that being performed in CU7. I have visited CU7 in Geneva to discuss in detail the division of labour between the two groups, and to compare some initial results from the work described above and how to continue this collaboration in the future.   
3) Description of the main results obtained


- the publication of ~ 250 science alerts (http://gaia.ac.uk/selected-gaia-science-alerts/), many of which have been photometrically/spectroscopically confirmed to be real.
 
 - a number of warning flags have been implemented in the Alertpipe database, which reduces the contamination rate of current operations and will certainly be critical for the success of alerting on per-CCD transient events (because they are much more sensitive to outliers than the transit-averaged data used in nominal science alerts operations).
 
 - by looking at the raw data, we were able to gain insight in the nature of potential problems and features and how they influence the rest of the Alertpipe processing (e.g. Figure 1).
 
 - ongoing / near future: validation of a selected detection algorithm specifically tuned to detect short time-scale transient behaviour in Gaia data (Fig. 2 and 3). This will likely result in the identification of new `problems' in the data relating to outliers, missing data, data processing artifacts, etc. We can then identify possible solutions to create warning flags and automatically detect such behaviour, and update the existing flags in an iterative effort to obtain an as clean as possible datastream in which to look for astronomical transient events. 
 
 - a closer collaborative effort between CU5 and CU7, with exchange of ideas and experience that benefit both groups. 
 
4) Future collaboration with host institution (if applicable)


 We will stay closely involved in the further development of the science alerts pipelines and database infrastructure. 
 The further validation of the detection algorithm is ongoing, and improvements based on the initial results will be implemented in collaboration with the science alerts team.
 If required we will invest time in the development and/or validation of the new pipelines, but also to optimize the infrastructure which is currently being set up to interact with the scientific community. This platform will need to be thoroughly tested before being released to the public.  It is very likely that I will visit the institute in Cambridge in the future to further develop the work started in the past year.
5) Projected publications / articles resulting or to result from the grant (ESF must be acknowledged in publications resulting from the grantee’s work in relation with the grant)
- paper on the methods of alert detection

- paper on the initial findings of the first ~ year of science alerts

- paper on the photometric and spectroscopic validation of science alerts
6) Other comments (if any)
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�Figure 1: Outlier analysis of EPSL data (4000 lightcurves). The left inset shows the fraction of sources that has a specified number of outliers (indicated in the legend) above a certain magnitude threshold. One can see for example that ~5 per cent of all sources has a transit that contains more than 7 outliers 1.4 mag from the mean value of the historic lightcurve. The middle inset explores the effect of bad datapoints (NaN values) in the database on the detection algorithm. The right inset shows the same as the first one, but the magnitude threshold and number of outliers have now changed places. The conclusion here is that a naïve detection algorithm will not suffice to robustly find astronomically interesting transient events, because it is not straightforward to separate these from detector and data reduction artifacts.





�Figure 2: validation of the new detection algorithm on Hipparcos data (120k lightcurves). On the x-axis, we plot the reduced chi2 weighted by the inverse of the errors. On the y-axis we plot the third moment of the lightcurve (skewness). The coloured dots are constant (green), micro-variables (cyan) and variables (amplitude <0.6mag) in purple. We injected artificial transients in these lightcurves, to see if we could retrieve them in a separate, well-defined part of this parameter space. The red stars mark the transients, which are clearly distinguishable from the variables and constant stars.





�Figure 3: same diagram as Fig. 2, now applied to a set of 5000 Gaia lightcurves (preliminary result). We have yet to perform the same exercise as above (injecting artificial transients). However, we can (roughly) recognise a similar pattern to the Hipparcos data. In the four quadrants, we expect to find qualitatively different lightcurves, including: I) constant lightcurves, II) periodically variable lightcurves, III) transient events (astronomical), and IV) lightcurves with a few outliers (e.g. cosmic rays). We plan to combine these statistics with more auxiliary information (flags, amplitude, position on the detector, ...) to discriminate between astronomical and artificial (detector) events.








