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1) Summary (up to one page)

An approach to significantly speed up atomic and molecular calculations is to combine quantum mechanics (QM) with machine learning (ML). Such hybrid QM/ML models use ML to interpolate between QM reference calculations, based on the observation that running the same calculation on similar inputs implies some form of redundancy that can be exploited. The workshop brought together many of the researchers actively working on this topic, providing a cross-section of the current state of the art, with a focus on how to numerically represent molecules or materials as input for the ML algorithms, a crucial step in the design of QM/ML models. 
Understanding of what makes a representation well suited is still incomplete, in particular when comparing different systems. The workshop contributed towards more systematic, constructive development based on theoretical understanding by providing the opportunity for side-by-side comparison and active discussion of successful representations developed so far, including symmetry functions, smooth overlap of atomic positions, and the Coulomb matrix.  This included strengths and weaknesses of the different approaches, e.g., discontinuities in sorted Coulomb matrices.
Specifically, while general requirements such as invariance to translation, rotation, and nuclear permutations are undisputed, the interplay between representations and interpolated property is less clear (e.g., property-specific invariances, gradual coarsening depending on target accuracy). It was noted that several successful representations could be interpreted as simultaneously viewing the represented systems at different spatial resolutions. Other questions discussed at the workshop included, among others, domain of applicability and confidence of predictions, interpretability of models, coupling to physical models of long-range interactions, and availability of data.


2) Description of the scientific content of and discussions at the event (up to four pages)


Representations discussed at the workshop were
· local Coulomb matrices for properties of atoms in molecular environments (Rupp)
· generalization of Coulomb matrices for periodic systems (Armiento)
· internal vector representations for predicting forces in molecular dynamics (de Vita)
· atomic local frames for multipole moments (Popelier)
· molecular Fourier series descriptor (von Lilienfeld)
· smooth overlap of atomic positions for molecular dynamics (Bártok)
· bag of bonds representation for chemical property predictions (Tkatchenko)
· systematically generated physically-meaningful descriptors (Scheffler, Ghiringhelli)
· symmetry functions for neural network potential energy surface interpolation (Behler)
· cluster expansions (Hart)
· fingerprints for polymers (Ramprasad)

Other topics that were discussed included
· energy conservation in dynamically reparameterized ML potentials (de Vita)
· generalization versus accuracy trade-offs (Rupp)
· role of discontinuities in representations for kernel learning models (Csányi)
· dimensionality analysis via relevant dimension estimation (Müller)
· crack propagation in Si (de Vita)
· modelling of peptides and amino acids (Popelier)
· probabilistic error bars (Kermode)
· reuse of kernel matrices and analysis of regression coefficients (Ramakrishnan)
· derivatives of ML models (Snyder)
· insight from models yielding simple analytic expressions using few descriptors (Scheffler, Ghiringhelli)
The format of the workshop (limited number of participants, equal number of junior and senior researchers, focus on discussions (15 min talk, 30 min discussion), scheduled discussion breaks between talks, scheduled blocks of time for discussion in smaller groups) was explicitly and strongly endorsed by many participants.


3) Assessment of the results and impact of the event on the future directions of the field (up to two pages)

[bookmark: _GoBack]The workshop contributed via extensive discussions, both in a large plenum and in small groups, to the academic exchange between researchers working on models combining machine learning with quantum mechanics. Most successful representations in use were presented and discussed, including strengths and weaknesses. It is hoped that this will lead to a) improved understanding of theoretical requirements (e.g., interplay between representation and predicted property), b) improvement of existing approaches (e.g., avoiding the sorting step in Coulomb matrices, or enabling inference across element types in density-based representations), c) development of new, more efficient (in terms of needed reference calculations for a given target accuracy) representations (e.g., based on the different-spatial-resolutions-view of atomic environments common to several successful representations).
Beyond this, the workshop offered a cross section of current research on models combining quantum mechanics and machine learning, with many contributors offering just published or yet unpublished results. It is hoped that this will provide participants with improved assessment of their own research trajectories in view of overall developments, and lead to new collaborations.


4) 	Annexes 4a) and 4b): Programme of the meeting and full list of speakers and participants

Annex 4a: Programme of the meeting


Annex 4b: Full list of speakers and participants

· Rickard Armiento (University of Linköping) 
· Albert Bartok-Partay (University of Cambridge) 
· Jörg Behler (Ruhr University of Bochum) 
· Venkatesh Botu (University of Connecticut) 
· Felix Brockherde (Technical University of Berlin) 
· Marco Caccin (King's College London) 
· Stefan Chmiela (Technical University of Berlin) 
· Gábor Csányi (University of Cambridge) 
· Marcus Elstner (University of Karlsruhe) 
· Felix Faber (University of Basel) 
· Michael Gastegger (University of Vienna) 
· Luca Ghiringhelli (Fritz Haber Institute) 
· Gus Hart (Brigham Young University) 
· James Kermode (University of Warwick) 
· Li Li (University of California at Irvine) 
· Zhenwei Li (University of Basel) 
· O. Anatole von Lilienfeld (University of Basel) 
· Gionni Marchetti (Fritz Haber Institute) 
· Philipp Marquetand (University of Vienna) 
· Klaus-Robert Müller (Technical University of Berlin) 
· Alejandro Paz (Basque Country University, Spain) 
· Paul Popelier (University of Manchester) 
· Raghunathan Ramakrishnan (University of Basel) 
· Ramamurthy Ramprasad (University of Connecticut) 
· Conrad W. Rosenbrock (Brigham Young University) 
· Matthias Rupp (University of Basel and Fritz Haber Institute) 
· Matthias Scheffler (Fritz Haber Institute) 
· Kristof Schütt (Technical University of Berlin) 
· John Snyder (Technical University of Berlin) 
· Alexandre Tkatchenko (Fritz Haber Institute) 
· Alessandro de Vita (King's College London) 
· Chenchen Wang (Fritz Haber Institute, Berlin) 




image1.png




image2.png
WIEOET LZI0T ‘DT dGENSPUDSPULAL
O[T, WIS
Duwp [E0g

00%T 0061

uotssos 11sod
2y uoissnostp 01y

uossos 11sod
3y uosswsIp 2a1g

uogssos xmsod
2y nowsostp 2a1g

00610091

Spouonounf fysuap 1of bumiivag AuEv)y
srapAug utof:

sonpadoud oyl of suoyvpiasaday
STy weenHe

suoyopuzs Guspusdn /usavib-s.0)
pouiay] sump

Gunuray oqpyf wouipy]
puwonbaey ddiyg

Spompu panau pouosuIuIp-yGIE
ssoppg Siof

sanguaf aqoiatdaopun urubisaq
oS wony

Somuzuoosp Jo sxmanbasio)
sy 20qv)

591 uoyonLysuooy
s gormg 1qIy

woyvuasadaL $319% Lm0 OOAORY
PRI toA a0y ()

puny

00T 001

Spotapout tof spuridiabusg
-puseadurey durey

suoyasadas anpnays pyshi)

VL
BPPS eI

ovds poowuays w buntwa) oy

iy aoa0] wiaid sysuiory
arpdog ueg

Buywavaj-aa0f [ Rif-ap-uo ypn Gy

oMLY prepR] SOUDIIE T, IPUEXD[Y suwp op orpuvssory | [ #°T 08
suowundza 137y Suowstoap avaurj-uou burpuvysiapuy) saavjour uy swogo Guruasarday
e sun LIOIN 1PqOY-Sy] wdduy seqnepy
©1 Ay Aepsoupapy Z1 Aepy Aepsony, 11 Aepy Aepuopy ELUAR





