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1) Purpose of the visit

How do humans learn and process musical structures? Is there a mental lexicon for music, and a musical grammar? In my research I investigate, using computational modeling and acoustic experiments in primates, the cognition of complex structures across language and music. Deep structural similarities seem to exist between these two cognitive systems. Human brains treat ``syntactic'' violations in language and music in similar ways (Patel, 2003). Both cognitive systems show combinatorial structure and compositional features. Rhythm, in particular, is the structural feature that seems to be found in all cultures of the world. The minimal unit of rhythmic structure is the beat; combinations of beats separated by different inter-onset intervals (``rhythmic morphology'') interact at a higher structural level (``rhythmic syntax''), creating a possibly infinite number of metrical structures.

In general, similar formalisms are used to describe language and music, with musicology borrowing approaches, terminology and methodologies from linguistics (Lerdahl \& Jackendoff, 1996). However, apart from formal-perceptual models (Longuet-Higgins \& Lee, 1984), rhythm research still lacks methodologies to relate large-scale properties with structural formalisms, with corpus-like analyses employing methods from statistical mechanics (Serra et al., 2012). Considering all the homologies and analogies, a natural step is instead to use statistical and machine learning techniques from computational linguistics for the study of musical structure. The purpose of this visit was hence to adapt grammar induction and corpus methods to unveil the structure of rhythmic lexicon and syntax.

There are a number of reasons why this project is relevant to NetWordS. Being involved in comparative language and music research, I notice how musicology is following many of the methodological and conceptual steps which linguistics has been through decades ago. I really believe that music research could benefit by, and learn from, the constructive theory-empirics interplay which has been taking place in linguistics. 



2) Description of the work carried out during the visit

Being at the University of Antwerpen was a unique, multidisciplinary experience. I had a possibility to interact with PhD students working in computational linguistics, language development and psycholinguistics.

While at CLiPS, I tackled the research problem by exploring a number of parallel approaches. 
1. Methods from computational linguistics were a first idea: in particular, unsupervised learning methods for morphology (Hammerström \& Borin, 2011). Prof. Daelemans also recommended, as a possible venue, using methods granting a good tradeoff between supervised and unsupervised learning. Powers (1997) has done work in that direction which I tried and am still trying to adapt to phonetic and musical rhythmic structures.

2. In addition, I explored methods coming from pure computer science. In particular, the LZW compression algorithm (Welch, 1984) is based on finding linear patterns of increasing length. This is a particularly promising approach to compare durational patterns in speech and music, and I am currently exploring its cognitive validity.

3. Thanks to patient researchers in the lab, I was able to gain hands-on insights on corpus research. Once the analysis algorhithm is developed, I will be able to apply it also on corpus data.

4. Finally, as language and music structure have to be compared, I have investigated how MIDI files can be read in Python and the rhythmic component of the music encoded in MIDI format can be extracted.  
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3) Description of the main results obtained


As this was only a short visit, no main results were obtained and work is still ongoing. I will be happy to communicate my results in a few months' time: in the meanwhile, see section 2: 
Description of the work carried out during the visit.
4) Future collaboration with host institution (if applicable)


I am currently completing a parallel evolutionary model, dealing with dynamics and emergence of rhythmic patterns arising from interacting agents. I will also test human participants' abilities to perceive and produce rhythmic patterns, using both linguistic and non-linguistic stimuli. Finally, I will collect a large corpus of chimpanzees' drumming data. 
Once the analysis technique, initiated during this NetWordS short visit, will be fully developed, I will be able to use it to compare "typological features" found in musical rhythm in Europe and across the world to structural features produced by my model, and my experiments looking for emerging patterns in common. 

Two foci of common interests emerged between Prof. Daelemans and me during my visit . On the one hand, multidisciplinary approaches (computational and empirical) to the development of rhythm in speech over the lifespan. On the other hand, building computational models of language with high degree of cognitive verisimilitude.



5) Projected publications / articles resulting or to result from the grant (ESF must be acknowledged in publications resulting from the grantee’s work in relation with the grant)

As I am planning to further develop the methodology and use it for a number of ongoing empirical projects of mine as analysis technique, I envisage that NetWordS will be acknowledged in a number of future publications.
6) Other comments (if any)

The scientific environment in Antwerpen has been highly
inspiring, perfect to discuss ideas and foster new collaborations. During my visit to Prof. Daelemans, I was able to receive precious advice on several issues related to the computational and cognitive side of my project. I gave a talk for researchers at CLiPS, and obtained invualuable feedback. NetWordS and ESF were duly acknowledged.

