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Exploiting Channel Knowledge at the Tx in MISO and MIMO Wireless

Exploiting Available Knowledge at the Tx

Sources of Channel Error at Tx

Feedback from Rx

\( \delta_T \triangleq T \) (Coherence Time)

\( \delta_f \triangleq B \) (Coherence BW)

\( \delta_{\text{lag}} \) in the delay in feedback loop

We assume perfect CSI-Tx

Power Control / Adaptive Modulation

ST Coding

Tools we have include

- SNR
- Rate
- MIMO / MISO Spatial Diversity

In MIMO/MISO spatial channel knowledge at TX (CSI-Tx) can be used for

\[ Q > \]
We choose $W$ or $w(\cdot)$ based on channel knowledge.

$$S \in \{0,1\} \quad \text{where} \quad S=W(X|\theta)$$

$$S=WX$$

Different approaches are possible:

- **Performance criterion using the available CSI-Tx.**

The core problem is to design $S$ (codeword) to maximize some performance criterion using the available CSI-Tx.

$$N + HS = Y$$

ST Coding Using Available CSI-Tx

- **General Structure**

  - Outer Encoder
  - ST Coding
  - Decode

  $$Y = HS + N$$

More general case:

$$S \in \{w(X) \mid \text{More general map} \}$$

- **Different approaches are possible.**

  - **ST Coding Using Available CSI-Tx**

  - **General Structure**

- **Different approaches are possible.**
Signal Model: \( y = Hs + n \) 

Capacity: 
\[
C = \max \{ R_{ss} : \text{Tr}(R_{ss}) = M \} \log_2 \det(I_M + E_{MN}H R_{ss} H^H) \quad (\text{bps/Hz})
\]

BER (PEP): 
\[
P(e) = \frac{1}{\det(I_M + \rho^2 M E_{H}^2) \text{Tr}(E_{H}^2 H R_{ss} H^H E_{H}^2)}
\]
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Perfect CSI-Tx : MIMO -(ctd)

• Capacity given $H$:

$$C = \max_{P} \sum_{k=1}^{MK} \gamma_k$$

$$\gamma_k = \frac{M^T \text{rank}(H)}{X_{i=1}^{\text{rank}(H)} \gamma_{opt,i}}$$

$$\gamma_{opt,i} = \mu - \frac{M^T N_0}{E_s \lambda_i}$$

Channel decouples into independent SISO channels.

Optimal power allocation (special water pouring) maximizes capacity.
Perfect CSI-Tx: MISO

\[ y = \mathbf{h}^H \mathbf{x} + \mathbf{n} \]

Capacity given \( H \):

\[ C = \log \left( 1 + \frac{\rho}{\mathbf{h}^H \mathbf{H} \mathbf{h}} \right) \]

- Capacity is maximized when \( \mathbf{w} = \frac{\mathbf{h}}{\|\mathbf{h}\|} \).
- Capacity increases by \( \log(M) \) with high SNR.

\[ \log \left( \frac{\|H_{M\times1}\|^2}{M} \right) + 1 \]

\( H \) is given:

\[ \log \left( \frac{\|H_{M\times1}\|^2}{M} \right) + 1 \]

\( u + x = y \)
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Incomplete CSI: Instantaneous CSI (ctd)

Uncompleted CSI - Instantaneous CSI

Exploiting Channel Knowledge at the TX in MISO and MIMO Wireless

\[ H = H\hat{H} + \epsilon H \sim \mathcal{N}(\hat{H}, \alpha I) \]

Perfect Estimate: \( \alpha = 0 \)

No Estimate: \( \hat{H} = 0 \)

Quality Factor

\[ \rho = \|\hat{H}\| \]

Other error models are possible.

Example with Tx correlation

\[ H = \mathbf{R}_{12} \mathbf{R}_{12}^T \mathbf{H} \omega \mathbf{R}_{12} \]

Channel information known is \( \mathbf{R}_{12} \) only.

When \( \mathbf{R}_{12} = \mathbf{H} \),

\[ \{H(H)\mathbf{vec}(H)\mathbf{vec}(H)\} \mathbf{I} = \mathbf{H} \mathbf{H}^H = \mathbf{H} \]

Simplified model for correlated channels

\[ \mathbf{R}_{12} = \mathbf{E}\{\mathbf{vec}(H)\mathbf{vec}(H)^H\} \]

Quality Factor

\[ \frac{d}{\|H\|} = \rho \]

Other error models are possible.

\[ 0 = \mathbf{H} : \text{No Estimate} \]

\[ 0 = \alpha : \text{Perfect Estimate} \]

\[ \mathcal{N}(\mathbf{H}, \mathbf{I}) \]
(A) In Ricean channel, \( \mathbf{H} \) can be modeled as:

\[
\begin{bmatrix}
\sqrt{K} & 1
\end{bmatrix}
\begin{bmatrix}
\sqrt{1+K} & 0
\end{bmatrix}
\mathbf{H}
\begin{bmatrix}
\sqrt{1+K} & 0
\end{bmatrix}
\begin{bmatrix}
\sqrt{K} & 1
\end{bmatrix}
\]

(B) Demmel Condition Number of channel matrix = \( \kappa \equiv \frac{\|\mathbf{H}\|_F}{\lambda_{\text{min}}} \)

Only \( \kappa \) is known about the channel.

Channel information available is \( K \).

\[ \mathbf{H}  \]
Exploiting Instantaneous CSI: Optimality of Beamforming

When does \( w = h \) (beamforming) achieve capacity? •

For \( \rho = 0 \),
\[
S = \begin{bmatrix}
 x_0 - x_1^* \\
 x_1 \\
 x_0^* 
\end{bmatrix} 
\text{(i.e. Standard Alamouti Coding)}
\]

For \( \rho = \infty \),
\[
S = \begin{bmatrix}
 \sqrt{2} h^H \|h\|^2 F x_0 - \sqrt{2} h^H \|h\|^2 F x_1^* 
\end{bmatrix} 
\text{(i.e. MRC Beamforming)}
\]

\[
\rho = \| \hat{h} \|^2 \alpha 
\]
being known.

Find \( S \) to minimize \( P_{EP} \).

\[
\frac{1}{2} \sum_{i=1}^{M} \left| \frac{2}{\|h\|^2} \right| = \lambda
\]

\[
\frac{1}{2} \sum_{i=1}^{M} \left| \frac{2}{\|h\|^2} \right| = \lambda
\]
**Exploiting Correlation-CSI : Maximum Rate**

- We assume $H = \frac{1}{2}(\Omega_0 \Omega_0^{H})^{\frac{1}{2}}$ where $\Omega_0$ is the covariance matrix of $H$ (e.g., $\Omega_0$ = $\frac{1}{M}W$).
- Rate optimization is possible only in a statistical sense.
- Ergodic capacity assuming $S = WX$ and $R_{XX}^H = \mathbf{I}$.
- Rate optimization is possible only in a statistical sense.
- We assume $H = \mathbf{H}_t \mathbf{R}_t^{\frac{1}{2}} \mathbf{w} - \mathbf{Q}_t \mathbf{R}_t^{\frac{1}{2}}$ where $\mathbf{R}_t$ is known.

- **Optimum Pre-Filter**
  
  $$W_{opt} = Q_R \mathbf{R}_t^{\frac{1}{2}} \Lambda \mathbf{w} - Q_R \mathbf{R}_t^{\frac{1}{2}}: \text{eigenvector matrix of } \mathbf{R}_t \text{ (i.e., } \mathbf{R}_t = Q_R \Lambda \mathbf{R}_t Q_R^H)$$

  $$\Lambda = \text{Diag} \{ \mathbb{E} \{ |W|_2^2 \} \}$$

- $$\mathbb{E} \{ \log_2 | \det (I_M R + \rho M H W H^H) | \}$$
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For maximum rate, we should transmit along the eigenvectors of $R_t$.

Finding $\Lambda_w (= \text{optimal power allocation matrix})$ in a closed form is an open problem.

Attempts to characterize the solution:
- Using dominant eigenmode of $H$ if rank of $R_t$ is one
- "Stochastic waterpouring" on the weighted eigenmodes of $R_t$ instead of $H$

**Finding $\Lambda_w$**
- Optimal power allocation matrix in a closed form is an open problem.

**For maximum rate, we should transmit along the eigenvectors of $R_t$.**

**Exploiting Correlation-CSI:**
- Simulation Results
Exploiting Correlation-CSI: Minimum Error Rate

- \(\Lambda_w\) is a diagonal matrix whose diagonal elements can be computed using waterpouring.

\[
\Lambda_{\text{opt}} \triangleq \max_{\|\Lambda\|_2} \|w\|_2
\]

- The optimal pre-filter \(w\) satisfies

\[
\left( s_{\text{opt}} V_{\text{opt}} \right) \eta^{-1} + 1 \leq \lambda_{\text{opt}} \lambda \leq \lambda_{\text{opt}} V_{\text{opt}}
\]

- For OSTBC with

\[
E_{i,j} = d_{\text{opt}}^2 I_M W_{\text{opt}} \times \text{STBC} \quad \text{with} \quad \text{error} \quad \text{between} \quad \text{two} \quad \text{codewords}
\]

\[
\left( s_{\text{opt}} V_{\text{opt}} \right) \eta^{-1} + 1 \leq \lambda_{\text{opt}} \lambda \leq \lambda_{\text{opt}} V_{\text{opt}}
\]

- We assume the Average Pairwise Error Probability (PEP) given by

\[
\mathbb{E} \left[ \sum_{i \neq j} \mathbb{I} \left( \left( X_i \rightarrow X_j \right) \right) \right] \leq \left( \sum_{i \neq j} \right) \mathbb{E} \left[ \left( H_{i,j} X_i \rightarrow X_j \right) \right]
\]

- For OSTBC with \(E_{i,j} = d_{\text{opt}}^2 I_M W_{\text{opt}}\)

\[
\mathbb{E} \left[ \sum_{i \neq j} \mathbb{I} \left( \left( X_i \rightarrow X_j \right) \right) \right] \leq \left( \sum_{i \neq j} \right) \mathbb{E} \left[ \left( H_{i,j} X_i \rightarrow X_j \right) \right]
\]

- \(H = H_{\text{opt}}\) where \(H\) is known.

\[
\mathbb{E} \left[ \sum_{i \neq j} \mathbb{I} \left( \left( X_i \rightarrow X_j \right) \right) \right] \leq \left( \sum_{i \neq j} \right) \mathbb{E} \left[ \left( H_{i,j} X_i \rightarrow X_j \right) \right]
\]

- For channel knowledge at the TX in MISO and MIMO wireless.

\[
\mathbb{E} \left[ \sum_{i \neq j} \mathbb{I} \left( \left( X_i \rightarrow X_j \right) \right) \right] \leq \left( \sum_{i \neq j} \right) \mathbb{E} \left[ \left( H_{i,j} X_i \rightarrow X_j \right) \right]
\]
Exploiting Correlation-CSI: Simulation Results

Precoding for Alamouti coding with $R_t$ improves performance. (2×2 channel)

\[ R_t = \begin{bmatrix} 1 & 0.5 \\ 0.5 & 1 \end{bmatrix} \]
Keeping transmission rate same, we wish to choose between SM and AC.

We can show that Demmel condition number of channel ($\kappa^2 = \|H\|_F^2 \lambda_{\min}$) can be used to minimize PEP.

We choose between $S_1$ or $S_2$ based on $\kappa \lesssim \eta$.

\[ S_1 = \begin{bmatrix} x_0 \ x_2 \\ x_1 \ x_3 \end{bmatrix} \quad (SM) \quad S_2 = \begin{bmatrix} \bar{x}_0 \ -\bar{x}_1 \\ x_1 \ \bar{x}_0 \end{bmatrix} \quad (AC) \]
This shows that selection provides the same diversity order as \( \frac{d}{d} \).

\[ \frac{d}{d} \geq \frac{d}{d} \geq \frac{d}{d} \]

If can be shown that

- The columns of the matrices \( d \) are the optimal antenna subset.
- The received SNR \( \eta \).
- We assume an OSTBC transmission over the \( d \times d \) link.

**Selection-CSI: Minimum SER with Alamouti Coding**

We assume Channel Knowledge at the TX in MISO and MIMO Wireless

**Selection-CSI: Tx Antenna Selection**

Exploiting Channel Knowledge at the TX in MISO and MIMO Wireless
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Exploiting channel knowledge at the Tx in MISO and MIMO wireless systems:

**Summary: Capacity with Instantaneous-CSI**

At high SNR and large number of antennas:

\[
\rho = \infty \quad \text{(full CSI)}
\]

\[
\min \{ M_t, M_r \} \cdot \left( C_{\text{SISO}} + \log(\max \{ M_t, M_r \} / \min \{ M_t, M_r \}) \right)
\]

\[
\rho = 0 \quad \text{(no CSI)}
\]

\[
\min \{ M_t, M_r \} \cdot \left( C_{\text{SISO}} + \max \{ 0, \log(\min \{ M_t, M_r \}) \} \right)
\]

**Correlation**

\[
R_t = \begin{cases} I & \text{(i.i.d.)} \\ \rho_{\text{rank-1}} & \text{(full CSI)} \end{cases}
\]

\[
\begin{array}{l}
\left[ \left\{ \frac{\lambda_{\text{max}}}{M_r} \log(\max \{ M_t, M_r \}) \right\} \cdot \min \{ M_t, M_r \} \right] : \rho = \infty \\
\left[ \left\{ \frac{\lambda_{\text{max}}}{M_r} \log(\max \{ M_t, M_r \}) \right\} \cdot \min \{ M_t, M_r \} \right] : \rho = d \\
\end{array}
\]

At high SNR and large number of antennas:

**Summary: Capacity with Transmit Correlation-CSI**

\[
C_{\text{MIMO}} = \rho \cdot \left( C_{\text{SISO}} + \max \{ 0, \log(\min \{ M_t, M_r \}) \} \right) + \rho \sum_{i=1}^{r} \log(\lambda_i)
\]

where:

\[
r = \min \{ M_t, M_r \} \text{ and } k = \text{effective rank}(R_t) \leq \min \{ M_t, M_r \}
\]

\[
k = \text{effective rank}(R_t) \leq \min \{ M_t, M_r \}
\]
Problem Taxonomy

- **Problem Taxonomy**

  - **Perceived**:
    - Time selection
    - Power allocation
    - Channel Model
    - Performance Evaluation
    - Performance Constraint

  - **Solution**:
    - Rate
    - Power
    - Channel Model
    - Performance Evaluation

  - **Solution**:
    - Rate
    - Power
    - Channel Model
    - Performance Evaluation

- **Nature of Channel Knowledge**

  - **Power Constraints**
    - Sum Power
    - Per Antenna
    - Average or Peak

  - **Signal & Receiver**
    - Alamouti, SM, ..
    - ML, MMSE, ..

- **Channel Model**

  - **Time Selective**
    - Frequency Selective

- **Performance Criterion**

  - **Instantaneous Capacity**
    - Ergodic Capacity
    - Error Rate
    - SNR

- **Problem Taxonomy**

  - **El, eZ are Preferred Directions**

  - **Available CSI-TX Steers Energy in Preferred Directions**

- **Problem Taxonomy**

  - **El, eZ are Preferred Directions**

  - **Available CSI-TX Steers Energy in Preferred Directions**
Questions

• Important research area for emerging wireless systems with many open
  important research area for emerging wireless systems with many open
  important research area for emerging wireless systems with many open

• Practical systems usually have some CSI-Tx.
  Practical systems usually have some CSI-Tx.
  Practical systems usually have some CSI-Tx.

• In MISO and MIMO wireless any CSI-Tx can improve performance.
  In MISO and MIMO wireless any CSI-Tx can improve performance.
  In MISO and MIMO wireless any CSI-Tx can improve performance.

Summary

Time and Frequency Selective Fading

• Role of space-frequency coding or BER?
  Role of space-frequency coding or BER?
  Role of space-frequency coding or BER?

• Is capacity helped by space-frequency water pouring?
  Is capacity helped by space-frequency water pouring?
  Is capacity helped by space-frequency water pouring?

• Is BER helped by power control?
  Is BER helped by power control?
  Is BER helped by power control?

• What is the role of space-time water pouring?
  What is the role of space-time water pouring?
  What is the role of space-time water pouring?
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Analysis of CBF for Stereo and Uninoculated Users
Complementary Beyondmorphic (CBF) Systems
Problems with Conventional Beyondmorphic in CSNA Systems
Smart Automobile Enhancements to IEEE 802.11 Systems
Motivation

May 19, 2003

Complementary Beyondmorphic

Division of Engineering and Applied Sciences-Caltech University
Directional Signals

Transmission

- Directional transmission is a simplification of directional signals.
- In the most commercial mobile radio networks, multiple signals are used to improve the performance of wireless systems.
- As a result, there has been great interest in using directional antennas in mobile networks.
- Receivers (nodes) use antenna arrays and beamforming to recover signals from nodes and a central node and to increase the range of coverage of any wireless link without increasing the amount of data transferred.
- Theoretically, using directional signals (beams) is possible to increase transmission efficiency.
some interesting facts:

- The development of Wi-Fi is driven by the needs of 802.11 users who seek a stable, reliable connection.
- Wi-Fi is becoming more important as demand for high-speed internet increases.
- Wi-Fi offers a wide range of benefits for users, including ease of use and low cost.
- Wi-Fi networks can be extremely complex, requiring advanced technical knowledge to design and implement.
- Wi-Fi technology is constantly evolving, with new standards and features being added regularly.

Overall, Wi-Fi is a versatile and powerful technology that is changing the face of wireless networking.
Therefore, beamforming can potentially destroy some valuable information intended for some nodes.

In the rest of the network, the transmitted signals may interfere with the transmitted signals from other nodes, causing some useful information for all the nodes in the network to be lost. This may degrade the performance of the network.

If not addressed, this hidden beam problem can cause unnecessary transmissions and back-offs, which may degrade the network performance.

If it cannot detect the presence of other transmissions, it may misinterpret a given node's beam from other nodes as its own.

IEEE 802.11 and Beamforming

We have referred to this phenomenon the hidden beam problem.

Beamforming has the side-effect of hiding the transmitted access (CSMA), which is a peer-to-peer-type scheme.

For instance, the IEEE 802.11 standards use Carrier Sense Multiple Access (CSMA) for access control, with a channel sensing for collision detection. However, most commercial wireless modems use a different approach.
a factor of $10 \log_{10}(\frac{|c_{1}|}{|n_1|} + \frac{|c_{2}|}{|n_2|})$ DB. The signal-to-noise ratio of the desired user improves by:

- 1 dB when $n_1$ is the noise.
- $k$ dB when $n_1 + n_2$ is the noise.
- $k - 1$ when the intended user receives the signal.

\begin{example}

Consider a scenario where there are $m = 2$ transmit antennas.
\end{example}
Example
Complementary Beamforming

• The complementary beam needs to be some other signal
  • Activity detection then that needed for co-channel
    standard in all cases minus some lower SNR for channel
  • The CCA threshold is vendor-dependent but the IEE
    • Detect activity, if the collected energy is the CCA threshold
      (clear channel assessment threshold)
      (CCA)
    • Each device listens to the channel during some time window
      • This is built in the IEEE 802.11 VLAN standards
      • Transmitting packet:
        • Clearly, the detection of busy period is easier than decoding of

Complementary Beamforming

• The composite beam is what we have termed
  • Signature to all other directions (herein referred to by the
    non-data-bearing energy signal or an actual data-bearing
    beam combining with a broadcast signal (whether a
  • The concept of transmission data in one or more simultaneous
    • must not interfere with the beam forming beam
      (passive nodes). The broadcasted link would carry control
      – a broadcast link to the rest of the nodes in the network
      – establish simultaneous spatial links to active nodes using
    • In an ideal scenario, we would like to
time $t$, the intended users $x_1, x_2, ... , x_{t-1}$, and the desired users $x_t$. Let $\mu, \gamma, \eta$ denote the diagonal elements of $\Sigma$. For any $\mu, \gamma, \eta$, denote the trace (sum of diagonal elements of $\Sigma$)

For any square matrix $A$, let $\sum_{i} A(i,i)$ denote the trace of the matrix $A$.

Let $\mathbf{A}$ denote the column vector $[\mathbf{a}_1, \mathbf{a}_2, ..., \mathbf{a}_m]$. We refer to the vector of the signal signature of user $f$ at time $t$.
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During the transmission of a packet, we assume that the spatial signature matrix $A$ is constant.

Generalization to the maximum SNIR case is obvious.

We present our technique for the pseudo-inverse beamformer and

\[ \frac{1-(V_HV)^{-1}}{V_H - (V_HV)^{-1}} = B \]

Then for a pseudo-inverse beamformer.

---

Matrix

In general, $X = \mathbf{C} \mathbf{D}$ where $\mathbf{D}$ is referred to as the beamforming matrix

\[ \mathbf{D} = [\mathbf{d}_1 \mathbf{d}_2 \cdots \mathbf{d}_T] \]

The elements of the beamformer are normalized so that

\[ \mathbf{d}_1 \cdot \mathbf{d}_2 \cdot \cdots \cdot \mathbf{d}_T = 1, \quad \mathbf{d}_1^T \mathbf{d}_1 = 1, \quad \mathbf{d}_2^T \mathbf{d}_2 = 1, \quad \cdots \]

The elements of a beamformer with zero-sum elements of a

No assumptions on the statistics of the matrix $A$.

Noise components are assumed to be i.i.d. Gaussian.

(1)

\[ \mathbf{N} + \mathbf{V} \mathbf{X} = \mathbf{H} \]

Then
Complementary Beamforming

- If \( \gamma \geq 1 \) and \( \gamma - I \) are mutually orthogonal
- Let \( \gamma \) be the orthogonal complement of \( \gamma \)
- The subspaces \( \gamma \) and \( \gamma \) are the orthogonal subspaces of the complements of \( \gamma \)

- We seek a beam pattern such that the complementary beam
In both cases, we can guarantee that

above and let $Z = 0$.

For odd $L$, we construct the $T - 1$ matrices $Z, Z^{-1}, \cdots, Z^{-(T-1)}$ as

\[ T \begin{pmatrix} 1 & 0 & \cdots & 0 \\ -1 & 1 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ -1 & \cdots & -1 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 0 & \cdots & 0 \\ -1 & 1 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ -1 & \cdots & -1 & 1 \end{pmatrix}, \cdots, \begin{pmatrix} 1 & 0 & \cdots & 0 \\ -1 & 1 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ -1 & \cdots & -1 & 1 \end{pmatrix} \]

Performing the construction in the various ways, an enriched variation of these matrices can be done in

The construction of these matrices is easy and can be done in

$T$ complementary Beaufortings.

For some positive integer $p$

appears $d$ times in the list of $T$ rows of $Z$, $Z^{-1}, \cdots, Z^{-(T-1)}$.

Each element

and $Z = 0$.

If $L$ is even, then $Z = 0$.

The length of the transmission period, such that

$Z$, $Z^{-1}, \cdots, Z^{-(T-1)}$.
1. **Intended Users**
   - Result: Complementary beamforming is a special case.

2. **Analysis of CBF**
   - Complementary beamforming is a generalization and includes...

3. **For e = 0**, we recover the conventional beamforming.
   - Intended users:
     - Transmitter chooses the beamforming matrix
     - Once $Z_1, Z_2, \ldots$ are constructed, at each time $t$, the CBF is...
and the result follows: 

\[ I \geq \frac{\gamma I}{(\gamma - \omega)\rho} \]

\[ \frac{\gamma I}{(\gamma - \omega)\rho} + I = \frac{I}{(\gamma I'Z)_{4L}^{4L} \sum_{T=1}^{T} + I = \frac{I}{(\gamma I'Z)_{4L}^{4L} \sum_{T=1}^{T} \cdot \left( I_H \cdot M \cdot \omega \cdot \omega \cdot \omega \cdot \omega \cdot \omega \cdot \omega \cdot \omega \cdot \omega \cdot \omega \right) \left( Z_H \cdot V \cdot V \cdot V \cdot V \cdot V \cdot V \cdot V \cdot V \cdot V \right) \left( i \cdot i \cdot i \cdot i \cdot i \cdot i \cdot i \cdot i \cdot i \cdot i \right) \n \cdot \n \cdot \n \cdot \n \cdot \n \cdot \n \cdot \n \cdot \n \cdot \n \cdot \n = \n \cdot \n \cdot \n \cdot \n \cdot \n \cdot \n \cdot \n \cdot \n \cdot \n \cdot \n \end{align*}
\[
\|p\| \leq \sum_{l=1}^{\infty} H\left( \frac{1}{l^2} \right) V\left( \frac{1}{l^2} \right) V\left( \frac{1}{l^2} \right) = \frac{1}{z}\sum_{l=1}^{\infty} \frac{1}{l^2}
\]

Proof

For some constants \(c_1, \ldots, c_m\), we can write

\[
\sum_{l=1}^{\infty} \frac{1}{l^2} = \sum_{l=1}^{\infty} \frac{1}{l^2}\theta + \sum_{l=1}^{\infty} \frac{1}{l^2}\eta + \ldots + \sum_{l=1}^{\infty} \frac{1}{l^2}\chi
\]

where the columns of matrix \(A\) and the vectors \(A, \ldots, A\) span the complex \(n\)-dimensional space. Thus, we can write

\[
\sum_{l=1}^{\infty} \frac{1}{l^2} = \sum_{l=1}^{\infty} \frac{1}{l^2}\theta + \sum_{l=1}^{\infty} \frac{1}{l^2}\eta + \ldots + \sum_{l=1}^{\infty} \frac{1}{l^2}\chi
\]

provided that the minimum and maximum eigenvalues of \(V_{H}V\) respectively denote \(\lambda_{\min}\) and \(\lambda_{\max}\). Then

\[
\lambda_{\min} \leq \lambda_{\max} \leq \frac{\lambda_{\min}}{\lambda_{\max}} \leq \frac{\lambda_{\min}}{\lambda_{\max}} \leq \lambda_{\min}
\]

Result: Let \(X\) and \(Y\) respectively denote

\[
X : \lambda_{\min} \leq \lambda_{\max} \leq \frac{\lambda_{\min}}{\lambda_{\max}} \leq \frac{\lambda_{\min}}{\lambda_{\max}} \leq \lambda_{\min}
\]

\[
Y : \lambda_{\min} \leq \lambda_{\max} \leq \frac{\lambda_{\min}}{\lambda_{\max}} \leq \frac{\lambda_{\min}}{\lambda_{\max}} \leq \lambda_{\min}
\]
\[ \left[ (\frac{\Delta}{\lambda})^4 L + (1 - (\frac{\Delta}{\lambda})^4 L) \right] r_{\text{f}} \sum_{n=1}^{m} \frac{y^n}{\sqrt{n}} + \left( (1 - (V_{HV})^4 L) \right] r_{\text{f}} \sum_{n=1}^{m} \frac{y^n}{\sqrt{n}} \]

we arrive at the conclusion that

\[ \gamma^0 = V^4 Z \]
\[ 0 = \gamma^0 H V \]
\[ \gamma^0 = V^4 H V \]

By replacing for \( S \) and \( B \) from the above equation that

\[ \mu + H_1 S = \mu + H_1 X = \beta \]

At time \( t \), the uninterleaved receiver now receives

\[ \text{CBE: Silent Users} \]
where \( w^x \) is the maximum eigenvalue of \( C \).

\[
\left| \sum_{q=1}^{n} (C)^x \langle \phi, \phi \rangle - \langle \phi, \phi \rangle \frac{T_q}{d \epsilon} \right| < a \eta \eta \eta
\]

That is, the matrix \( C \) is Hermitian, thus we conclude from the above equation:

\[
\left[ (1 - (V \epsilon \nu V))^x \frac{L}{T} \right] - V \epsilon \nu \frac{T_q}{d \epsilon} \eta \right| = C
\]

where

\[
_{(W \nu \eta \cdots H \nu \eta)} C(W \nu \eta \cdots H \nu \eta) - \left| \sum_{q=1}^{n} T_q \frac{d \epsilon}{d \epsilon} \eta \right| = a \eta \eta \eta
\]

Summarizing the above, we observe that

---

**CBE: Silent Users**

---

Division of Engineering and Applied Sciences-Harvard University
Using the above and the condition that $p > 0.5$, we can now conclude that $p > \frac{q}{w}$ and $p \geq \frac{q}{w}$.

We conclude from the above that $V_{(G)} \leq 0$. This implies:

\[ (1-(V_{H}V))^\frac{\delta L}{(H)^{M}} \leq (1-(V_{H}V))^\frac{\gamma L}{(H)^{M}} \leq (V_{H}V_{x_{max}})^{\frac{T_{x}}{d_{x}}} \leq (V_{H}V_{x_{max}})^{\frac{T_{y}}{d_{y}}} \leq (V_{H}V_{x_{max}})^{\frac{T_{y}}{d_{y}}}} \]

which gives:

\[ \frac{q - w}{(V_{H}V_{x_{max}})^{\frac{T_{x}}{d_{x}}} \leq \frac{q}{(V_{H}V_{x_{max}})^{\frac{T_{y}}{d_{y}}}} \leq (1-(V_{H}V))^\frac{\delta L}{(H)^{M}} \leq (1-(V_{H}V))^\frac{\gamma L}{(H)^{M}} \leq (V_{H}V_{x_{max}})^{\frac{T_{x}}{d_{x}}} \leq (V_{H}V_{x_{max}})^{\frac{T_{y}}{d_{y}}} \leq (V_{H}V_{x_{max}})^{\frac{T_{y}}{d_{y}}}} \]

Thus using the conditions of the theorem:

\[ (V_{H}V_{x_{max}})^{\frac{T_{x}}{d_{x}}} \geq (1-(V_{H}V))^\frac{\delta L}{(H)^{M}} \]

Next, we prove that $V_{H}V_{x_{max}}^{\frac{T_{y}}{d_{y}}} = (V_{H}V_{x_{max}})^{\frac{T_{y}}{d_{y}}}$.

Clearly:

\[ (1-(V_{H}V))^\frac{\delta L}{(H)^{M}} - (V_{H}V_{x_{max}})^{\frac{T_{y}}{d_{y}}} \leq (V_{H}V_{x_{max}})^{\frac{T_{y}}{d_{y}}} \]

Clearly:
In loaded systems, schedulers take care of the issue and choose

signal powers

The users for which the above ratio is larger than a threshold,

and $\bar{z}$ in this case are given by

The beamforming matrices $\bar{S}$ and $\bar{\bar{S}}$ are computed

The above theorem say that power of 20 dB below the

and $k = 1$ intended receivers, let $\epsilon = 0.1$

We consider the case when there are $m = 2$ transmit antennas

Comments and Discussions

division of Engineering and Applied Sciences - Harvard University
Comparison of CBF with conventional beamforming, 2 Tx, 1 Desired User

Illustration of CBF for 2 Tx and 1 Desired User

Comparison of CBF with Conventional Beamforming, 2 Tx, 1 Desired User
If we instead allow occurrences of $\sigma^n T$ in the first row of $Z$, then $\frac{f}{m}$ occurs in the first row of $Z$, and occurrences of $\sigma$ and occurrences of $\sigma^n T$ exist.

Recall that in the above complementary beamformings, the complementary beam can be used for this purpose as described below.

The complementary beam can be used for this purpose as described below.

In some applications, it may be desirable to transmit lower power than any other beam. In the above construction, the complementary beam did not

### Complementary Beam

**Sending Data Using The**

### Network Issues

---

Division of Engineering and Applied Sciences, Harvard University

---

Division of Engineering and Applied Sciences, Harvard University

---

Division of Engineering and Applied Sciences, Harvard University
Another paper by Choi, Alamouti, and Tarokh.

These techniques and these possible fluctuations are reported in beam shape.

This may lead to some fluctuations in the complementary beam.

They may not be completely random due to presence of coding.

These bits can be used to send control information.

Usually the bits send using complementary beam are heavily coded.

**Complementary Beam**

**Sending Data Using The**

---

Other constructions apart from [.] can also be used as long as the are symmetric about the origin.

Thus we can send $2p(m - k)$ coded bits in the complementary direction.

Thus, we can send $2p(m - k)$ coded bits using this approach.
Analog Complementary Beamforming

Conclusions

Division of Engineering and Applied Science, California Institute of Technology

We propose complementary beamforming to address this problem. An example of these problems is the hidden beam problem. Complementary smart antennas and CSNA produce a host of new backscatter compatible range and throughput of IEEE 802.11 systems because they are smart antennas and an appealing solution for increasing the data rate.
Evolving Cellular Systems

Our ultimate goal is to communicate any type of information with anyone, at anytime, from anywhere. This is only possible with the aid of wireless technology.

Wireless systems are now becoming an important infrastructure of our society. 

- **1G**
  - Narrowband Era
  - Service type: Voice, Analog
  - Example: AMPS, TACS, NTT

- **2G**
  - Narrowband Era
  - Service type: Voice, Digital
  - Example: IS-95, IS-136, GSM, PDC

- **3G**
  - Wideband Era
  - Service type: Voice, Multimedia
  - Example: IMT-2000, WCDMA

- **4G**
  - Broadband Era
  - Service type: Voice, Multimedia
  - Example: WiMax

**OUTLINE**

- Evolving Cellular Systems
- Global Wireless System
- Giga-Wireless Technology
- Wireless access
- Virtual cellular network
Convergence of mobile wireless, computing and Internet is on the way to offer the mobile users a convenient access to the Internet from anywhere, at anytime.

High Speed Mobile Communications Technology

3G cellular systems are designed to offer higher data-rates than current services. Data rates available are:

- Indoor: 2Mbps
- Pedestrian: 384kbps
- Vehicular: 144kbps

High-speed downlink packet access (HSDPA) of 8~10Mbps/5MHz is under development.

Cellular users: 76,314,600
Users connected to Internet: 63,274,500 (83%)

- i-mode: 37,758,000
- Ezweb: 12,540,500
- J-sky: 12,161,800

© April 2003, Tohoku University
Evolution of Cellular Systems

It is quite difficult to predict which services will become popular in the coming 10 years. However, it is no doubt that most of the services may contain high resolution and shorter delay streaming video combined with audio even in mobile communications networks.

Future Global Wireless System

An important issue is how to offer both cellular and nomadic users broadband multimedia services, everywhere. High resolution and shorter delay streaming video combined with audio may become popular in the coming 10 years.

Present Cellular

Global Wireless Systems interconnected by Internet technology

Next generation wireless systems may not be based on a single standard, but a global wireless system that consists of many wireless systems inter-connected by broadband Internet technology.
Global wireless system is to provide nationwide coverage by using different wireless systems. Hotspot areas with high multimedia traffic can be covered by hot spot wireless access (wireless LAN type) of 100Mbps~1Gbps. Relatively wide hotspot areas are covered by 4G cellular of ~100Mbps. Other places can be covered by present 2G/3G cellular systems.

Very high spectrum efficiency of 5~10 bps/Hz is required for 1Gbps transmission over 100MHz bandwidth. A common wireless technology is desirable for seamless roaming between cellular and wireless LAN type systems. High spectrum utilization efficiency is also required for 1Gbps transmission over 100MHz bandwidth.

Giga-wireless technology

Giga-wireless systems

Global wireless system is to provide nationwide coverage by using different wireless systems.
Giga-Wireless is one of the core technologies for realization of global wireless system.

Data rate
10G
1G
100M
10M
1M
100K
10K

Wireless Propagation Channel

- Transmitted signal is reflected and diffused by buildings.
- Received signal can be severely distorted due to multipath fading.

Outdoor
Indoor
Stationary
Pedestrian
Vehicular

IMT-2000 (3G)
2G cellular (PDC, GSM, IS95)
LAN
Wi-Fi

Wireless-Giga
Challenge is to transmit data at high speed (close to 1 Gbps) under such a severe doubly selective fading environment.

Giga-Wireless Based on CDMA

Frequency-Spatial Distribution of Multipath Fading
Packet Throughput vs. SF (no. users = SF) for MC-CDMA

The spreading factor is an important design parameter.

Flexible Wireless Access

Either DS- or MC-CDMA allows construction of spread and non-spread systems using orthogonal variable spreading factor (OVSF) codes. Use of OVSF for cellular and hot spot wireless systems.

Either DS- or MC-CDMA can be used as a common wireless technology for cellular and hot spot wireless systems.

Flexible Wireless Access

0

0.2

0.4

0.6

0.8

1

Spreading factor (SF)

Throughput (bit/s sec/Hz)

Ec/No=0dB

Ec/No=4dB

Ec/No=8dB

Ec/No=12dB

Ec/No=16dB

Ec/No=20dB

RCPT Type II HARQ


Flexible Wireless Access

Packet Throughput vs. SF (no. users = SF) for MC-CDMA

The spreading factor is an important design parameter.

Flexible Wireless Access

Packet Throughput vs. SF (no. users = SF) for MC-CDMA

The spreading factor is an important design parameter.
Virtual Cellular Network

- How to construct an efficient nano/pico cellular network is an important technical issue.
- Real time and non-real time services with relatively low data rate per user are provided by random TDMA system with appropriate scheduling.
- Non-real time services with very high data rate per user are provided by random TDMA system with appropriate scheduling.
- An SF-distance can be extended to a cellular system with the aid of fast selection of transmit cell and adaptive antenna array.
- An SF=1 system can be extended to a cellular system with the aid of fast selection of transmit cell and adaptive antenna array.
- Virtual Cellular Network

Propagation loss is in proportion to $f_2^2$.

- Reducing interference-limited but severely power-limited system to a cellular type (SF=1) for hot spot areas.
- Real time and non-real time services with relatively low data rate per user.

- Links for 100Mbps-1Gbps becomes not only power-limited but also severely power-limited.
- Virtual Cellular Network

Wireless LAN type (SF=1) for hot spot areas.

- Wireless LAN type (SF=1) for hot spot areas.

1W --> 135kW. This cannot be allowed.

Propagation loss is in proportion to $f_2^2$.

- Real time and non-real time services with relatively low data rate per user.
- Reducing interference-limited but severely power-limited system to a cellular type (SF=1) for hot spot areas.

Virtual Cellular Network

- How to construct an efficient nano/pico cellular network is an important technical issue.
- Real time and non-real time services with relatively low data rate per user are provided by random TDMA system with appropriate scheduling.
- An SF-distance can be extended to a cellular system with the aid of fast selection of transmit cell and adaptive antenna array.
- An SF=1 system can be extended to a cellular system with the aid of fast selection of transmit cell and adaptive antenna array.
- Virtual Cellular Network

Propagation loss is in proportion to $f_2^2$.

- Reducing interference-limited but severely power-limited system to a cellular type (SF=1) for hot spot areas.
- Real time and non-real time services with relatively low data rate per user.

- Links for 100Mbps-1Gbps becomes not only power-limited but also severely power-limited.
- Virtual Cellular Network

Wireless LAN type (SF=1) for hot spot areas.

- Wireless LAN type (SF=1) for hot spot areas.

1W --> 135kW. This cannot be allowed.

Propagation loss is in proportion to $f_2^2$.
Virtual cellular concept is suitable for non-real-time IP packet transfer, which obviously does not require transmit and receive functions at the same base station.

Virtual cell consisting of many distributed wireless ports. Transmit and receive functions are not necessarily installed at all wireless ports. Receive-only ports in addition to receive and transmit ports. Virtual cell consisting of many distributed wireless ports. Transmit and receive functions at the same base station. Virtual cellular concept is suitable for non-real-time IP packet transfer.
Conclusion

Total average transmit power per virtual cell can be significantly reduced.

An important issue is how to offer both cellular and nomadic services to cellular and nomadic users worldwide. A global wireless system was suggested to offer broadband wireless multimedia services everywhere. A global wireless system is a challenging research for the coming 10 years.
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Current Wireless Communication Networks

1. Home Networks
2. Office Networks (Wireless LAN etc.)
3. Mobile Networks
4. ITS (Intelligent Transport Systems)
5. Inter-Vehicle-Roadside
6. Vehicle-to-Vehicle
7. Transport Systems
1. 3rd Generation Mobile Communication System (3G; CDMA, UMTS)
3. Wireless Local Loop: (WLL)
4. Wireless LAN: Bluetooth, IEEE802.11a,b, g
5. Home RF (Wireless 1394, Mobile IP, WPAN:IEEE802.15)
6. Digital Terrestrial TV Broadcasting System (DAB, DVB, DTV)
7. Intelligent Transport System (ITS)

Most Significant Wireless Communication Systems
Core Techniques for Various Wireless Communications

1. Spread Spectrum (CDMA, Radar)
2. Adaptive Array Antenna (Smart Antenna, MIMO)
3. Multi-Carrier Modulation (OFDM)
4. Channel Coding (Turbo Coding and Decoding)
6. Software Radio (SDR)
7. Ultra Wide Band (UWB) Based on Impulse Radio
8. Wireless 1394, Wireless USB
Core Technologies Satisfying Multiple Demands in Mobile Communications

1. Countermeasure against Fading: Equalization, Diversity, EC Code, Antenna, etc.
2. Ranging and Positioning: Radar, Navigation, Roaming
3. Recognition and Control of an Object: Environment and Circumstance Observation, Sensor, Adaptive Control
4. Information Security & Authentication: Information of Charge, Protection of Privacy, Countermeasure against Terrorism
5. Human Interface: Driving Assist (handicapped) and Better QoS
6. Interference Suppress & Diversity Gain: Improving S/I+N and User Capacity
7. Adaptability and Reconfigurability: Adapting Environment and Multimode Service
8. Array Antenna: Array Antenna & MIMO technique

Radio Technique

Software Defined Radio technique

Array Antenna

MIMO Technique

Spread Spectrum
Background of UWB R&D

Current Demands on Radio Systems
- Higher Capacity and Better QoS

Wideband Radio Systems
- Wideband CDMA, SS, OFDM, etc.

UWB (Ultra Wideband) based on Impulse Radio

The wider bandwidth radio system, the better performance will be obtained.

- One-chip Implementation: SOC
- High Multipath Resolution
- Ultra High-Speed Data Transmission
- Very Small Power Consumption
- Low Interference to Coexisting Systems
- Low Interference to Coexisting Systems

Ultra Wideband (UWB) is attractive because
- Low Interference to Coexisting Systems
- Very Small Power Consumption
- Ultra High-Speed Data Transmission
- High Multipath Resolution
- One-chip Implementation: SOC
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For Ultra Wideband (UWB) Wireless
What is UWB (Ultra Wideband)?

Ultra Wideband (UWB) is defined as a radio communication scheme using a train of pulses with duration of less than 1nsec. Its spectrum is ultra-widely spread over several GHz in width.

BPSK Signal with Sinusoidal

UWB Signal with Pulse Train

Ultra Wide Band based on Impulse Radio (UWB-IR) is defined as a radio communication scheme using a train of pulses with duration of less than 1nsec. Its spectrum is ultra-widely spread over several GHz in width.
Gaussian Mono Cycle Pulse

Frequency Spectrum of Gaussian Mono Cycle Pulse (bandwidth = several GHz)

Time Waveform of Gaussian Mono Cycle Pulse (duration = less than 1 nano sec)
Ultra Wideband (GHz) is occupied by a pulse with ultra short time duration (1nsec~100 psec).

Transmitted power is extremely low (10nW/MHz).

Spectral Distribution

Conventional Narrowband System

Limit of Radiated Noise Power by FCC Part 15 (-41.3dBm/MHz)

Ultra Wideband (UWB) System

Spectral Distribution

Spread Spectrum System

Ultra Wideband System (UWB) System
Typical Transmission of UWB Signal with PPM and TH

Data Modulation: Pulse Positioning Modulation (PPM)

Multiple Access: CDMA based on Time Hopping (TH)

Remark: Both are Time-Domain Processing

Case of Date=0

with PPM and TH
Typical Transmission of UWB Signal

Data Modulation: Pulse Positioning Modulation (PPM)

Multiple Access: CDMA based on Time Hopping (TH)

Remark: Both are Time-Domain Processing!

Case of Data = 1 with PPM and TH
Properties and Benefits of UWB

1. Power Spectrum Density is extremely low (lower than noise)
   - Possible to coexist with other systems due to low interference
   - High immunity to interference due to large effective processing gain

2. Time duration of a pulse is extremely short (a few nsec)
   - Robust against multi-path distortion because of RAKE
   - High resolution ranging and positioning (within a few cm)

3. Carrier free, and extremely low duty cycle operation
   - Possible to achieve both communication and ranging
   - Possible to implement low cost and compact systems with minimal RF, no mixer, and low power-consumption

4. Occupied frequency bandwidth is extremely wide (GHz+)
   - High resolution ranging and positioning
   - Possible to achieve ultra-high capacity (many users) or high speed transmission (over 100 Mbps)
   - Possible to coexist with other systems due to low interference
   - Power Spectrum Density is extremely low (lower than noise)
Potential Applications of UWB

- **Wireless communications**
  - High-speed/low-speed and user capacity: over 100 Mb/s
  - Short distance communication (e.g., a few km)
  - High-speed/low-speed and user capacity: over 100 Mb/s

- **Imaging and sensors**
  - Medical imaging
  - Ground-penetrating medical imaging
  - Ground-penetrating radar
  - Collision avoidance radar
  - Intelligent Transport Systems (ITS)
  - Outdoor communications (e.g., WL)
  - Indoor wireless (e.g., WLANS, wireless tags, WPANs)

- **Security systems**
  - Collision avoidance radar
  - Colision avoidance radar

- **Wireless communications**
  - High-speed/low-speed and user capacity: over 100 Mb/s
Current Most Important Applications of UWB Systems

IEEE 802.15.3 Wireless PAN (Personal Area Network)

- IEEE 802.15.1 Bluetooth
  - Transmission Data Speed: Over several 100 Mb/s
  - Communication Range: Less than 10 meters
  - "The third generation" Bluetooth

IEEE 802.15.15 Wireless PAN (Personal Area Network)

- IEEE 802.15 Wireless USB (Universal Serial Bus) 2.0 (Intel)
  - Data Rate: 480 Mbps

- SG3a (Alternative PHY)

- Leading Chip Manufacturers: Xemicspectrum Inc., ADF

Time Domain Corp.

- Wireless PAN (Personal area network)
Problems of UWB

1. Design and Mass-Production of Pulse Generators, RF devises, Antennas etc for UWB

2. Detection of Accurate Pulse waveform in Receiver Inter-Pulse Symbol Interference in the Presence of Multipath

3. Multi-user Interference or Intra-system Interference

4. Inter-system Interference with Co-existing Overlaid Systems

5. Spectral Allocation for UWB Systems to Avoid Collision or Interference with Conventional Systems
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Soft-Spectrum Adaptation for UWB Wireless
Research Issues & Results on Impulse Radio/UWB in Kohno Laboratory

1. Comparison between UWB and SS Systems
2. **Multi-level or M-ary schemes** for Improvement of UWB Transmission Efficiency
3. **Pulse Shaping and Multi-pulse Shaping schemes** for Improvement of UWB Transmission Efficiency
4. **Multi-user Detection and Interference Cancellation Technologies** for Improvement of UWB User Capacity
5. **Space-Time Equalization Technologies** in the Presence of Multipath Distortion
6. **Space-Time Interference Cancellation Technologies** in the Presence of Overlaid or Co-existing Conventional Systems
7. **Joint Communicating and Ranging Systems** Based on UWB
8. **Ultra Wideband Antenna for UWB**
Agenda
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1. Trends of Wireless Communications
2. Principle of UWB Technologies
3. Research of UWB Technologies
4. Regulatory Activities for UWB Commercial Systems
5. Soft-Spectrum Adaptation for UWB Wireless
Commercial use of UWB.

In the USA, the FCC released the UWB regulations on February 14, 2002 with strict guidelines on transmitting power.

In Japan, CRL established UWB technology Institute to promote R&D and improve radio regulation for commercial use of UWB.

Commerical UWB

Regulatory Activities on Commercial UWB
3. Communication Systems

2. Vehicular Radar Systems

1. Imaging Systems

The Order establishes different technical standards and operating restrictions for three types of UWB devices based on their potential to cause interference.
UWB Emission Limit for Indoor Communication Systems defined by the FCC Feb 14, 02. [between 3.1-10.6 GHz.]

![Graph showing UWB EIRP Emission Level in dBm vs Frequency in GHz]
defined by the FCC Feb 14, 02 between 3.1-10.6 GHz.

UWB Emission Limit for Outdoor Communication Systems
UWB Emission Limit for Vehicular Radar Systems defined by the FCC Feb 14, 02, between 22.0-29.0 GHz.
Commercial use of UWB.

- In the USA, the FCC released the UWB regulations on February 14, 2002 with strict guidelines on transmitting power.
- In Japan, CRL established UWB technology institute to promote R&D and improve radio regulation for commercial use of UWB.
Aim

1. Promote R&D of UWB Commercial Systems and Its Related Technologies
2. Transfer the Technologies to Industry by Cooperation with Industry and Academia
3. Modify Radio Regulation and Establish Guidelines and Standard

Date

May 1, 2002

Place

CRL (Communication Research Laboratory) in YRP (Yokosuka Research Park)

Director

Ryuji Kohno
# Comparison of System Specification

<table>
<thead>
<tr>
<th>Targeted UWB System</th>
<th>10' Over 100Mbps</th>
<th>Low Power</th>
<th>Ad-Hoc</th>
<th>Low Cost</th>
<th>Advantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bluetooth Ver. 5.2GHz Mobile License Free</td>
<td>²</td>
<td>²</td>
<td>²</td>
<td>²</td>
<td>²</td>
</tr>
</tbody>
</table>

**Drawback**
- ²

**Range Communications**
- ²

**Data Rate**
- ²

**Transmission Rate**
- ²

**Power Consumption**
- ²

**Transmission Distance**
- ²

---


[http://www.ericsson.co.jp/products/bluetooth_ip/faq/faq_02c.html#33](http://www.ericsson.co.jp/products/bluetooth_ip/faq/faq_02c.html#33)
Targeting of UWB Wireless Communications

IEEE802.11a

Power Consumption during Transmission

Achievable Transmission Rate (b/s)

Higher Capacity

Low Power

IEEE802.11b

Bluetooth

Higher Capacity

Achievable Transmission Rate (b/s)

Low Power
Targeting UWB Systems (Data Rate vs. Mobility Speed)

Speed

100Mbps 10Mbps 1Mbps

Mobility

Pedestrian

Nomadic

Indoor

Access 5GHz-Wireless

2.4GHz-Cellular

IMT-2000 (3G-cellular)

4G-Cellular

W-PAN, RADAR, Sensors etc.

UWB Systems

100Mbps

Agenda

Soft-Spectrum Adaptation for Ultra Wideband (UWB) Wireless Systems

1. Trends of Wireless Communications
2. Principle of UWB Technologies
3. Research of UWB Technologies
4. Regulatory Activities for UWB Commercial Systems
5. Soft-Spectrum Adaptation for UWB Wireless Systems
UWB Consortium between Industry and Academia

Organization: CRL UWB Technology Institute and associated Manufacturers

Aim:
R&D and Regulation of UWB Wireless Systems

- Contribution in Standardization with ARIB and MAC etc
- R&D of Low Cost Module with higher data rate over 100Mbps
- 10.6GHz, 22-29GHz, over 60GHz
- Analyses of UWB System Test-bed in band 960MHz, 3.1-6GHz
- Channel Measurement and Modeling with Experimental System Test-bed
- Analysis of UWB System Test-bed in band (960MHz, 3.1-6GHz)
- R&D of Low Cost Module with higher data rate over 100Mbps
- Contribution in Standardization with ARIB and MAC etc

UWB Consortium between Industry and Academia

Major Research Issues in UWB Consortium

- Ultra Hi-speed Transmission Technologies (over 100Mbps)
  - pulse shaping, modulation, multiple access schemes, protocol

- Ultra Hi-accuracy Ranging and Positioning Technologies (less than 1cm accuracy)

- UWB Devices Technologies in Micro and Millimeter Wave Bands

- UWB Antennas Technologies in Micro and Millimeter Wave Bands

- Propagation Measurement and Channel Modeling for UWB

- Interference Suppression Technologies in intra- and inter-systems: coexistence with conventional systems

- Measuring Methods for Type-Approval of UWB Commercial Products
Current Most Important UWB Applications of Microwave Band

- IEEE 802.15.3 Wireless PAN (Personal Area Network)
  - IEEE 802.15.2 Bluetooth
    - Data Rate: 480Mbps (USB 2.0)
    - Communication Range: Less than 10 meters
    - Transmission Data Speed: Over several 100Mbps
  - IEEE 802.15.3 Wireless PAN (Personal Area Network)
    - Data Rate: 20Mbps (WiMedia)
    - Communication Range: Less than 10 meters
    - Transmission Data Speed: Over several 100Mbps
  - IEEE 802.15.3a (Alternative PHY)

- SG3a Technology
  - Data Rate: 15 Mbps
  - Communication Range: Less than 10 meters
  - Transmission Data Speed: Over several 100Mbps
Expected UWB Applications

- **ITS: Intelligent Transport Systems**
  - Collision avoidance radar (in 22-29GHz and 76GHz)
  - Realization of both communication and ranging without interference

- **Wireless Communications**
  - Ultra high speed and user capacity: over 10 Gbps
  - Short and long distance communication

- **Satellite and Inter-Satellite Communications, Ranging**
  - Realization of both communication and ranging without interference

In Millimeter Wave Band

- Exected UWB Applications
1. Why Soft-Spectrum UWB for IEEE 802.15.3a WPANs?

Radio

- Smooth system version-up similar to Software Defined
- Scalable, adaptive performance improvement
- Interference avoidance and co-existence for harmonized,
- Geometric pulse waveform shaping
- Free-verse pulse waveform shaping
- Flexible pulse waveform and frequency band design

Philosophy of Soft-Spectrum Adaptation (SSA)
What's the solution?

(I) Pulse domain (II) Spectrum domain

Giving system freedom

What we want to do is

Flexible spectrum design

Flexible waveform design

Giving waveform freedom

Flexible pulse waveform design

Giving spectrum freedom

Maintaining exchangeability with existing

Frequency efficiency is extremely worse

The maximum emission power is limited to –80dBm/MHz (whole bands)

The maximum emission power is limited to the FCC Spectrum Mask

Considering the whole frequency bands from DC to 15 GHz, in regard

2. What is Soft-Spectrum UWB?

Basic Philosophy

- Design proper pulse waveform corresponding to required bandwidths
- Match its spectra with required spectral mask in flexible and adaptive manner even if regional spectral mask is changed

Soft-Spectrum Adaptation (SSA)
Robust against MAI
Satisfy Mask
Reduce Interference

Pulse width of 10 ns
Pulse width of 3 ns

Trade-off
Characteristics
Frequency

Reduce Interference
Basic Formulation

Example of Pulse Generator

Synthesize pulse waveform

Feasible Solution: Pulse design satisfying Spectrum Mask

Soft Spectrum, M-ary signaling

→ Pulse synthesized by several pulses (specrum matching)

Soft Spectrum

-> Divide bandwidth into several sub-bands

Divide (spread-and-shrink) the whole

In case of multiband

\[
\frac{1}{N} \sum_{n=1}^{N} \cos \left( \frac{2\pi n f}{N} \right) = (1)^{\frac{1}{N}} f
\]

\[
(1)^{\frac{1}{N}} f \sum_{n=1}^{N} = (1) f
\]
Example of Soft-Spectrum UWB

Transmitter Block Diagram
Receiver Block Diagram
Example of Soft-Spectrum UWB
Various Pulse Waveforms Generated by Soft-Spectrum Processing Bank

2.2 Soft-Spectrum UWB Based on Geometrical Pulse Shaping

2.3 Soft-Spectrum UWB Based on Free-Verse Pulse Shaping
2.2 Soft-Spectrum UWB based on Free-verse Pulse Shaping

Note: Several band notches happen
Free-verse Soft-Spectrum Pulse (Dual-cycle)

K-2: Free-verse Soft-Spectrum Pulse (Dual-cycle)
K-1: Free-verse Soft-Spectrum Pulse

Free-verse design pulse waveforms by synthesizing pulses, e.g. overlayering and shifting.
Free-verse Soft-Spectrum pulse (Dual-cycle)

(Note: Several band notches can be designed so as to avoid interference with W-LANS in 2.4 and 5.2GHz.)
To Avoid Interference for WLAN in 2.4 & 5.2 GHz

Free-verse Soft-Spectrum pulse

(Note: band notches clearly happen at 2.4 and 5.2 GHz as well)
Performance comparisons of the coexistence of the DS-SS and UWB systems (K-4) 

(1) BER of K-4 UWB system while DS-SS system causing interference 

(2) BER of DS-SS system while K-4 UWB system causing interference 

Note: DS-SS system uses carrier frequency of 2.5 GHz, i.e. notch band for the proposed UWB system.
To Match Spectrum with Mask

K-4 Free-verse Soft-Spectrum pulse

$$\omega_0 \cos \left( \frac{2 \pi f \tau}{1 - 2 \pi f \tau} \right) \exp$$

(Note: pulse waveform has more freedom)
2.3 Soft-Spectrum UWB based on geometrical pulse shaping

- Freely design pulse waveforms using various envelopes
- Cosine-type envelope
- Gaussian-type envelope
- Exponential-type envelope
- Triangular-type envelope
- Geometrical-type envelopes

2.3 Soft-Spectrum UWB based on geometrical pulse shaping
Soft-Spectrum UWB multi-band signals (Cosine-type envelope)

Time-frequency-hopping (TFH) for Soft-Spectrum multi-band UWB with geometrical-type envelopes

Time-frequency hopping (TFH) for Soft-Spectrum multi-band UWB with geometrical-type envelopes
Adaptive, controllable spread-and-shrink of frequency bandwidths is feasible, according to the actual interference environment and the spectrum requirements. Adaptive, controllable spread-and-shrink of frequency bandwidths is feasible, according to the actual interference environment and the spectrum requirements.
Example of interference avoidance and co-existence

Transmission using flexible geometric soft-spectrum pulse

Possible interference bandwidth causing overlapping frequency
Do not use WLAN (802.11a) and possible overlapping spectrum

Spectrum overlapping and possible interference with WLAN (802.11a)
for changing multipath environment
Continuous channel measurements are good

- Decrease inter-pulse interference (ISI) by employing adaptive Guard-Interval
- Decrease multipath fading effects by choosing suitable Soft-Spectrum pulse waveforms
- Use baseband Pre- and Post-Rake receiver
- Use baseband Soft-Spectrum pulse waveforms

Fadeing Environment
Soft-Spectrum Immunity in Multipath
Indoor multipath fading: Example of indoor UWB impulse radio signal propagation (IEEE 802.15SG3a S-V model: CM1, CM2, CM3, CM4)
Various geometrical Soft-Spectrum pulse sequences in AWGN channel.

Soft-Spectrum UWB transmitted signal, Soft-Spectrum UWB transmitted signal + AWGN, Soft-Spectrum UWB transmitted signal (Gaussian-type envelope), Soft-Spectrum UWB transmitted signal + AWGN (Gaussian-type envelope), Soft-Spectrum UWB transmitted signal (Sinc(x)-type envelope), Soft-Spectrum UWB transmitted signal + AWGN (Sinc(x)-type envelope).
BER simulation for Soft-Spectrum multi-bands pulse waveforms (Rx: 2 oversamples/bit)

BER vs. Eb/No performance in the presence of AWGN (Receiver: 2 over-samples)

BER simulation for Soft-Spectrum multi-bands pulse waveforms (Rx: 4 oversamples/bit)

BER vs. Eb/No performance in the presence of AWGN (Receiver: 4 over-samples)
Soft Spectrum Adaptation

- Overlapping (hopping or multi-band)
- Simultaneous (separate or dual or three-band)

Harmonized through each exchangeable

- Geometrical pulse
- Free-verse pulse

Power Spectrum

5 GHz W-LAN
3. Modulation, Supported Data Rate and Link Budget

Soft-Spectrum Pulse Shape Modulation (PSM)
Soft-Spectrum Pulse Shape Modulation (PSM)

- Improved receiving energy capture
- Improved ISI mitigation
- Improved multiple access
- Pulse Guard-Intervals defined to allow
- Coding Schemes: Viterbi K=7, Rate ½, ¾

Modulation Schemes (Outer-Keying): M-ary Pulse
- Modulation Schemes (Inner-Keying): QPSK and BPSK

Modulation and Coding Scheme
Soft-Spectrum Pulse Shape Modulation (PSM) using orthogonal function

Transmit 1 or 2 bits by using BPSK or QPSK modulation in each Soft-Spectrum pulse (inner-keying)

Transmit other more bits by defining different Soft-Spectrum orthogonal pulse shapes and sequences (outer-keying)
Guard Interval (adaptive) is used for mitigating multipath fading effects, improving multiple access performance, and inter-symbol interference (ISI).

Soft-Spectrum Pulse Shape Modulation (PSM) scheme
Summary of Soft-Spectrum Adaptation

- Scalable and adaptive performance improvement can be achieved by utilizing pulse waveform shaping even in multi-user and multipath fading environment.
- Soft-Spectrum adaptation can satisfy the FCC Spectrum Mask and any Mask adaptively.
- Soft-Spectrum adaptation can be applied to avoid possible interferences with other existing narrowband wireless systems.
Concluding Remark

Let us collaborate these related technologies and

- Consumption for portable UWB systems.
- Implement low-cost Chip-set and SoC with low-power.
- The most important development for UWB is how to cooperate to promote and accelerate R&D of UWB.
- Academia, Industry, and Government should fairly compete in research and business in these fields.
- USA, Europe, Japan and the rest of a world should

The most important development for UWB is how to implement low-cost Chip-set and SoC with low-power.

Let us collaborate these related technologies and theories much more!
Ultra Wideband Systems (UWBS)

2003 International Workshop on Ultra Wideband (UWpB) will be held at the University of

Qulu, Finland, from Monday, 2nd through Wednesday, 4th June, 2003

Theory

Positioning services
Regulatory issues
Interference and capacity
Modulation and detection
Channel measurement and modelling

highlight performance of existing and future systems, regulatory issues, as well as novel applications and implementations of UWBS technology. The list of topics which will include

The 2003 International Workshop on Ultra Wideband (UWpB) will be held at the University of

Qulu, Finland, from Monday, 2nd through Wednesday, 4th June, 2003

Ultra Wideband - A New Dimension

Qulu, Finland, 2nd - 4th June, 2003
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Space–Time Codes and Concatenated Channel Codes for Wireless Communications

T. H. LIEW AND LAJOS HANZO

Contributed Paper

Following a brief historical perspective on channel coding, an introduction to space–time block codes is given. The various space–time codes considered are then concatenated with a range of channel codecs, such as convolutional and block-based turbo codes as well as conventional and turbo trellis codes. The associated estimated complexity issues and memory requirements are also considered. These discussions are followed by a performance study of various space–time and channel-coded transceivers. Our aim is first to identify a space–time code/channel code combination constituting a good engineering tradeoff in terms of its effective throughput, bit-error-rate performance, and estimated complexity. Specifically, the issue of bit-to-symbol mapping is addressed in the context of convolutional codes (CCs) and convolutional coding as well as Bose–Chaudhuri–Hocquenghem coding-based turbo codes in conjunction with an attractive unity-rate space–time code and multilevel modulation is detailed. It is concluded that over the nondispersive or narrow-band fading channels, the best performance versus complexity tradeoff is constituted by Alamouti's twin-antenna block space–time code concatenated with turbo convolutional codes. Further comparisons with space–time trellis codes result in similar conclusions.

Keywords—Channel coding, concatenated coding, FEC, history of channel coding, space–time coding, STBC, STTC.

I. INTRODUCTION

The third-generation (3G) mobile communications standards [1] are expected to provide a wide range of user services, spanning from voice to high-rate data services, supporting rates of at least 144 kb/s in vehicular, 384 kb/s in outdoor-to-indoor, and 2 Mb/s in indoor as well as picocellular applications [1].

In an effort to support such high rates, the bit/symbol capacity of band-limited wireless channels can be increased by employing multiple antennas [2]. The classic approach is to use multiple antennas at the receiver and employ maximum ratio combining (MRC) [3]–[5] of the received signals for improving the performance. However, applying receiver diversity at the mobile stations (MSs) increases their complexity. Hence, receiver diversity techniques typically have been applied at the base stations (BSs), although the Japanese personal handyphone system, known as PHS, employs second-order diversity, whereas the second receiver diversity antenna is invisible, since it is inside the handset (BS). In contrast, BSs provide services for many MSs and, hence, upgrading the BS's receivers in order to support antenna diversity is economically more viable. However, the drawback of this scheme is that it only provides diversity gain for the BSs' receivers.

In the past, different transmit diversity techniques have been introduced in order to provide diversity gain for MSs by upgrading the BSs. These transmit diversity techniques can be classified into three main categories: 1) schemes using information feedback [6], [7]; 2) arrangements invoking feedforward or training information [8]–[10]; and 3) blind schemes [11], [12]. Recently, Tarokh et al. proposed space–time trellis (STT) coding [13]–[19] by jointly designing the channel coding, modulation, transmit diversity, and the optional receiver diversity scheme. The performance criteria for designing STT codes were derived in [13] under the assumption that the channel is fading slowly and that the fading is frequency nonselective. These advances were then also extended to fast fading channels. The encoding and decoding complexity of these STT codes is comparable to that of conventional trellis codes [20]–[22] often employed in practice over nondispersive Gaussian channels. STT codes [13]–[18] perform extremely well at the cost of relatively high complexity. In addressing the issue of decoding complexity, Alamouti [23] discovered a remarkable scheme for transmission using two transmit antennas. A simple decoding algorithm was also introduced by Alamouti [23], which can be generalized to an arbitrary number of receiver antennas. This scheme is significantly less complex than STT coding using two transmitter antennas, although there is a loss in performance [24]. Despite the associated performance penalty, Alamouti’s scheme is appealing in terms of its simplicity and performance. This proposal
motivated Tarokh et al. [24], [25] to generalize Alamouti’s scheme to an arbitrary number of transmitter antennas, leading to the concept of space–time block (STB) codes.

Intrigued by the decoding simplicity of the STB codes proposed in [23]–[25], we commence our discourse in this paper by detailing their encoding and decoding process. Subsequently, we investigate the performance of the STB codes over perfectly interleaved nondispersive Rayleigh fading channels. A similar study of STT codes employed over wide-band correlated fading channels is provided in [26]. A system that consists of STB codes and different channel coders will be proposed. Finally, the performance and estimated complexity of the different systems will be compared and tabulated.

Following a brief historical perspective on channel coding in Section II, a rudimentary introduction to STB codes is given in Section IV and channel-coded space–time codes in Section V. The associated estimated complexity issues and memory requirements are addressed in Section V-C. The bulk of this contribution is constituted by the performance study of various space–time and channel-coded transceivers in Section VI. Our aim is first to identify a STB code/channel code combination constituting a good engineering tradeoff in terms of its effective throughput, bit-error-rate (BER) performance, and estimated complexity in Section VI-A. Specifically, the issue of bit-to-symbol mapping is addressed in the context of convolution codes and convolutional coding as well as Bose–Chaudhuri–Hocquenghem (BCH) coding-based turbo codes in conjunction with an attractive unity-rate space–time code and multilevel modulation in Section VI-B. These schemes are also benchmarked against a range of powerful trellis-coded modulation (TCM) and turbo trellis-coded modulation (TTCM) schemes. The merits of the various concatenated channel-coded and STB-coded schemes are highlighted in Section VI-D in the context of their coding gain versus estimated complexity tradeoffs. Our discussions are also extended to the comparison of channel-coded STB codes and STT codes in Section VI-E.

II. HISTORICAL PERSPECTIVE ON CHANNEL CODING

The history of channel coding and forward error correction (FEC) coding dates back to Shannon’s pioneering work [27] in 1948, predicting that arbitrarily reliable communications is achievable with the aid of channel coding, upon adding redundant information to the transmitted messages. However, Shannon refrained from proposing explicit channel-coding schemes for practical implementations. Furthermore, although upon increasing the amount of redundancy added the associated information delay increases, he did not specify the maximum delay that may have to be tolerated in order to be able to communicate near the Shannon limit. In recent years, researchers have been endeavoring to reduce the amount of latency inflicted, e.g., by a turbo codec’s interleaver that has to be tolerated for the sake of attaining a given target performance.

Historically, one of the first practical FEC codes was the single error-correcting Hamming code [28], which was a block code proposed in 1950. Convolutional FEC codes that were discovered by Elias date back to 1955 [29], Wozencraft and Reiffen [30], [31] as well as Fano [32] and Massey [33] have proposed various algorithms for their decoding. A major milestone in the history of convolutional error correction was the discovery of a maximum likelihood sequence estimation algorithm by Viterbi [34] in 1967. A classic interpretation of the Viterbi algorithm (VA) can be found, e.g., in Forney’s often-quoted paper [35]. One of the first practical applications of convolutional codes (CCs) was proposed by Heller and Jacobs [36] during the seventies.

We note here that the VA does not result in minimum BER, it rather finds the most likely transmitted sequence of transmitted bits. However, it performs close to the minimum possible BER, which can be achieved only with the aid of the extremely complex full-search algorithm evaluating the probability of all possible 2^n binary strings of a k-bit message. The minimum BER decoding algorithm was proposed in 1974 by Bahl et al. [37], which was termed the maximum a posteriori (MAP) algorithm. Although the MAP algorithm slightly outperforms the VA in BER terms, because of its significantly higher complexity, it was rarely used in practice until turbo codes were contrived by Berrou et al. in 1993 [38], [39].

Focusing our attention on block codes, the single-error correcting Hamming block code was too weak for practical applications. An important practical milestone was the discovery of the family of multiple error correcting BCH binary block codes [40] in 1959 and in 1960 [41], [42]. In 1960, Peterson [43] recognized that these codes exhibit a cyclic structure, implying that all cyclically shifted versions of a legitimate codeword are also legitimate codewords. The first method for constructing trellises for linear block codes was proposed by Wolf [44] in 1978. Due to the associated high complexity, there was only limited research in trellis decoding of linear block codes [45], [46]. It was in 1988 when Forney [47] showed that some block codes have relatively simple trellis structures. Motivated by Forney’s work, Honary, Markarian, and Farrell et al. [45], [48]–[51] as well as Lin and Kasami et al. [46], [52], [53] proposed various methods for reducing the associated decoder complexity.

The Chase algorithm [54] is one of the most popular techniques used for near maximum likelihood decoding of block codes. In 1961, Gorenstein and Zierler [55] extended binary coding theory to treat nonbinary codes as well, where code symbols constitute a number of bits, and this led to the birth of burst-error–correcting codes. They also contrived a combination of algorithms, which is referred to as the Peterson–Gorenstein–Zierler (PGZ) algorithm. In 1960, a prominent nonbinary subset of BCH codes was discovered by Reed and Solomon [56]; they were named Reed–Solomon (RS) codes after their inventors. These codes exhibit certain optimality properties, since their codewords have the highest possible minimum distance between the legitimate codewords for a given code rate. This, however, does not necessarily guarantee attaining the lowest possible BER. The PGZ decoder can also be invoked for decoding nonbinary RS codes. A range of powerful decoding algorithms for RS codes was found by Berlekamp [57], [58] and Massey
Various soft decision-decoding algorithms were proposed for soft decoding of RS codes by Oh and Sweeney [61], [62], Burgess et al. [63], and Honary [45]. In recent years, RS codes have found many practical applications, e.g., in compact disc players, in deep-space scenarios [64], and in the family of digital video broadcasting (DVB) schemes [65], which were standardized by the European Telecommunications Standardization Institute.

Inspired by the ancient theory of residue number systems (RNS) [66]–[68], which constitute a promising number system for supporting fast arithmetic operations [66], [67], a novel class of nonbinary codes referred to as redundant (RRNS) codes were introduced in 1967. An RRNS code is a maximum–minimum distance block code, exhibiting similar distance properties to RS codes. Watson and Hastings [68] as well as Krishna et al. [69], [70] exploited the properties of the RRNS for detecting or correcting a single error and also for detecting multiple errors. Recently, the soft decoding of RRNS codes was proposed in [71].

During the early 1970s, FEC codes were incorporated in various deep-space and satellite communications systems and, in the 1980s, they also became common in virtually all cellular mobile radio systems. However, for a long time, FEC codes and modulation have been treated as distinct subjects in communication systems. By integrating FEC and modulation, in 1987, Ungerboeck [20]–[22] proposed TCM, which is capable of achieving significant coding gains over power and band-limited transmission media. A further historic breakthrough was the invention of turbo codes by Berrou et al. [38], [39] in 1993, which facilitate the operation of communications systems near Shannon limits. Since its recent invention, turbo coding has evolved at an unprecedented rate and has reached a state of maturity within just a few years due to the intensive research efforts of the turbo coding community. As a result of this dramatic evolution, turbo coding has also found its way into standardized systems, such as, e.g., the recently ratified 3G mobile radio systems [72]. Even more impressive performance gains can be attained with the aid of turbo coding in the context of video broadcast systems, where the associated system delay is less critical, than in delay-sensitive interactive systems.

Turbo coding is based on a composite codec constituted of two parallel concatenated codecs. More specifically, in their proposed scheme, Berrou et al. [38], [39] used a parallel concatenation of two recursive systematic convolutional (RSC) codes, accommodating the turbo interleaver between the two encoders. At the decoder, an iterative structure using a modified version of the classic minimum BER MAP algorithm invented by Bahl et al. [37] was invoked by Berrou et al. in order to decode these parallel concatenated codes. Again, since 1993, a large body of work has been carried out in the area aiming, e.g., at reducing the associated decoder complexity. Practical reduced-complexity decoders are, e.g., the maximum logarithmic MAP (Max-Log-MAP) algorithm proposed by Koch and Baier [73], as well as by Erfanian et al. [74], the Log-MAP algorithm suggested by Robertson et al. [75], and the SOVA algorithm advocated by Hagenaier as well as Hoeher [76], [77], Le Goff et al. [78], Wachsmann and Huber [79] as well as Robertson and Worz [80] suggested using these codes in conjunction with bandwidth efficient modulation schemes. Further advances in understanding the excellent performance of the codes are due, e.g., to Benedetto and Montorsi [81], [82] and Perez et al. [83]. During the mid-1990s, Hagenaier et al. [84] as well as Pyndiah [85] extended the turbo concept to parallel concatenated block codes as well. Nickl et al. [86] show that Shannon’s limit can be approached within 0.27 dB by employing a simple turbo Hamming code. In [87], Alickel and Ryan proposed an efficient procedure for designing the puncturing patterns for high-rate turbo CCs. Jung and Nasran [88], [89] characterized the achievable turbo-coded performance under the constraints of short transmission frame lengths, which is characteristic of interactive speech systems. In collaboration with Blanz, they also applied turbo codes to a CDMA system using joint detection and antenna diversity [90]. Barbulescu and Pietrobon addressed the issues of interleaver design [91]. The tutorial paper by Sklar [92] is also highly recommended as background reading.

Driven by the desire to support high data rates for a wide range of bearer services, Tarokh et al. [13] proposed STT codes in 1998. By jointly designing the FEC, modulation, transmit diversity, and optional receive diversity scheme, they increased the throughput of band-limited wireless channels. A few months later, Alamouti [23] invented a low-complexity STB code, which offers significantly lower complexity at the cost of a slight performance degradation. Alamouti’s invention motivated Tarokh et al. [24], [25] to generalize Alamouti’s scheme to an arbitrary number of transmitter antennas. Then, Bauch et al. [93], [94], Agrawal [95], Li et al. [96], [97], and Naguib et al. [98] extended the research of STB and STT codes from considering narrow-band channels to dispersive channels [13], [17], [23], [25], [98].

The evolution of channel-coding research over the past 50 years since Shannon’s seminal contribution [27] is shown in Fig. 1. These milestones have also been incorporated in the range of monographs and textbooks summarized in Fig. 2. At the time of this writing, the Shannon limit has been approached for transmission over Gaussian channels within 0.27 dB [86]. Now the challenge is to contrive FEC schemes, which are capable of achieving a performance near the capacity of wireless channels. The design of an attractive channel-coding and modulation scheme depends on a range of competing factors, which are portrayed in Fig. 3. The message of this illustration is multifold. For example, given a certain transmission channel, it is always feasible to design a joint coding and modulation scheme, which can further reduce the BER achieved. This typically implies, however, further complexity and costs and coding/interleaving delay as well as reduced effective throughput. Different solutions accrue when optimizing different codec features. For example, in many applications, the most important codec parameters is the achievable coding gain, which quantifies the amount of bit-energy reduction at a certain target BER attained by a codec. Naturally, transmitted power reduction is extremely important in battery-powered devices. This
transmitter power reduction is only achievable at the cost of an increased implementational complexity, which itself typically increases the power consumption and, hence, erodes some of the power gain.

Viewing this system-optimization problem from a different perspective, it is feasible to transmit at a higher bit rate in a given fixed bandwidth by increasing the number of bits per modulated symbol. However, when aiming for a given target BER, the channel coding rate has to be reduced in order to increase the transmission integrity. Naturally, this reduces the effective throughput of the system and results in an overall increased system complexity. When the channel’s characteristic and the associated bit-error statistics change, different solutions may become more attractive. This is because Gaussian channels, narrow-band and wide-band Rayleigh fading, or various Nakagami fading channels inflict different impairment. This paper examines these design tradeoffs and proposes a range of practical solutions. Following the above historical perspective on channel coding, in Section III, we will focus our attention on the family of space–time codes. The motivation of the forthcoming section is to portray space–time codes as a solution to creating attractive coding scheme for transmission over fading wireless rather than conventional Gaussian channels.

### III. OVERVIEW OF SPACE–TIME CODES

In this section, we present a brief overview of STB codes by considering the classic MRC technique [23], [99], [100]. The introduction of this classic technique is important for understanding the construction of STB codes.

![Figure 1: Brief history of channel coding.](image)

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>1950</td>
<td>Hamming codes [29]</td>
</tr>
<tr>
<td>1960</td>
<td>BCH codes [40–42], Reed Solomon codes [56], PGZ algorithm [55]</td>
</tr>
<tr>
<td>1970</td>
<td>Berlekamp-Massey algorithm [57–60], RRNS codes [67, 68], Chase algorithm [54]</td>
</tr>
<tr>
<td>1980</td>
<td>Wolf, trellis block codes [44]</td>
</tr>
<tr>
<td>1990</td>
<td>Ungerboeck, TCM [20, 21], Hagenauer, SOVA algorithm [76, 77], Koch, Max-Log-MAP algorithm [73, 74]</td>
</tr>
<tr>
<td>2000</td>
<td>Pyndiah, SISO Chase algorithm [85, 112], Hagenauer, turbo BCH code [84], Nickl, turbo Hamming code [86], Alamouti, space-time block code [23]</td>
</tr>
<tr>
<td>2000</td>
<td>Berrou, turbo codes [38, 39], Robertson, Log-MAP algorithm [75], Robertson, TTCM [80], Tarokh, space-time trellis code [13], Acikel, punctured turbo code [87]</td>
</tr>
</tbody>
</table>
In conventional transmission systems, we have a single transmitter, which transmits information to a single receiver. In Rayleigh fading channels, the transmitted symbols experience severe magnitude fluctuation and phase rotation. In order to mitigate this problem, we can employ several receivers that receive replicas of the same transmitted symbol through independent fading paths. Even if a particular path is severely faded, we may still be able to recover a reliable estimate of the transmitted symbols through other propagation paths. However, at the station, we have to combine the received symbols of the different propagation paths, which involves additional complexity. An optimal combining method often used in practice is referred to as the MRC technique [23], [99], [100].

Fig. 2. Milestones in channel coding.

Fig. 3. Factors affecting the design of channel coding and modulation schemes.

A. Maximum Ratio Combining

In conventional transmission systems, we have a single transmitter, which transmits information to a single receiver.
two different channels, namely, $h_1$ and $h_2$. For simplicity, all channels are assumed to be constituted of a single nondispersive or flat-fading propagation path and can be modeled as complex multiplicative distortion, which consists of a magnitude and phase response given by

$$h_1 = |h_1| e^{j\theta_1}$$  \hspace{1cm} (1)
$$h_2 = |h_2| e^{j\theta_2}$$  \hspace{1cm} (2)

where $|h_1|$, $|h_2|$ are the fading magnitudes and $\theta_1$, $\theta_2$ are the phase values. Noise is unavoidably added by each receiver, as shown in Fig. 4. Hence, the resulting received baseband signals are

$$y_1 = h_1 x + n_1$$  \hspace{1cm} (3)
$$y_2 = h_2 x + n_2$$  \hspace{1cm} (4)

where $n_1$ and $n_2$ are complex noise samples. In matrix form, this can be written as

$$\begin{bmatrix} y_1 \\ y_2 \end{bmatrix} = \begin{bmatrix} h_1 \\ h_2 \end{bmatrix} x + \begin{bmatrix} n_1 \\ n_2 \end{bmatrix}.$$  \hspace{1cm} (5)

Assuming that perfect channel information is available, the received signals $y_1$ and $y_2$ can be multiplied by the conjugate of the complex channel transfer functions $\overline{h}_1$ and $\overline{h}_2$, respectively, in order to remove the channel’s effects. Then, the corresponding signals are combined at the input of the maximum likelihood detector of Fig. 4 according to

$$\hat{x} = \overline{h}_1 y_1 + \overline{h}_2 y_2$$
$$= \overline{h}_1 h_1 x + \overline{h}_1 n_1 + \overline{h}_2 h_2 x + \overline{h}_2 n_2$$
$$= (|h_1|^2 + |h_2|^2) x + \overline{h}_1 n_1 + \overline{h}_2 n_2.$$  \hspace{1cm} (6)

The combined signal $\hat{x}$ is then passed to the maximum likelihood detector, as shown in Fig. 4. The most likely transmitted symbol is determined by the maximum likelihood detector based on the Euclidean distances between the combined signal $\hat{x}$ and all possible transmitted symbols. The simplified decision rule is based on choosing $x_i$ if and only if

$$\text{dist}(\hat{x}, x_i) \leq \text{dist}(\hat{x}, x_j), \quad \forall i \neq j$$  \hspace{1cm} (7)

where $\text{dist}(A, B)$ is the Euclidean distance between signals $A$ and $B$ and the index $j$ spans all possible transmitted signals. From (7), we can see that maximum likelihood transmitted symbol is the one having the minimum Euclidean distance from the combined signal $\hat{x}$.

IV. SPACE–TIME BLOCK CODES

In Section III, we have introduced briefly the classic MRC technique. In this section we will present the basic principles of STB codes following the seminal contributions by Tarokh et al. [23]–[25]. In analogy to the MRC matrix formula of (5), a STB code describing the relationship between the original transmitted signal $x$ and the signal replicas artificially created at the transmitter for transmission over various diversity channels is defined by an $n \times p$ dimensional transmission matrix. The entries of the matrix are constituted of linear combinations of the $k$-ary input symbols $x_1, x_2, \ldots, x_k$ and their conjugates. The $k$-ary input symbols $x_i$ $i = 1 \cdots k$ are used to represent the information-bearing binary bits to be transmitted over the transmit diversity channels. In a signal constellation having $2^k$ constellation points, a number $k$ of binary bits are used to represent a symbol $x_i$. Hence, a block of $k \times b$ binary bits are entered into the STB encoder at a time and it is, therefore, referred to as a STB code. The number of transmitter antennas is $p$ and $n$ represents the number of time slots used to transmit $k$ input symbols. Hence, a general form of the transmission matrix of a STB code is written as

$$\begin{bmatrix} g_{11} & g_{12} & \cdots & g_{1n} \\ g_{21} & g_{22} & \cdots & g_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ g_{kn} & g_{kn} & \cdots & g_{pn} \end{bmatrix}.$$  \hspace{1cm} (8)

where the entries $g_{ij}$ represent linear combinations of the symbols $x_1, x_2, \ldots, x_k$ and their conjugates. More specifically, the entries $g_{ij}$, where $i = 1 \cdots p$ are transmitted simultaneously from transmit antennas $1$, $p$ in each time slot $j = 1, \ldots, n$. For example, in time slot $j = 2$, signals $g_{12}, g_{22}, \ldots, g_{k2}$ are transmitted simultaneously from transmit antennas $T_1, T_2, \ldots, T_p$. We can see in the transmission matrix defined in (8) that encoding is carried out in both space and time; hence, the term space–time coding.

The $n \times p$ transmission matrix in (8) (which defines the STB code) is based on a complex generalized orthogonal design, as defined in [23]–[25]. Since there are $k$ symbols transmitted over $n$ time slots, the code rate of the STB code is given by

$$R = k/n.$$  \hspace{1cm} (9)

At the receiving end, one can have an arbitrary number of $q$ receivers. It was shown in [23] that the associated diversity order is $p \times q$. A combining technique [23]–[25] similar to MRC can be applied at the receiving end, which
may be generalized to \( q \) receivers. Current state-of-the-art designs assume the associated diversity channels to be flat fading channels. A possible approach to satisfying this condition for high-rate transmissions over frequency-selective channels is to split the high-rate bit stream into a large number of low-rate streams transmitted over flat-fading subchannels. This can be achieved with the aid of orthogonal frequency division multiplexing (OFDM) [101]. Then, the complex fading envelope may be considered constant over \( n \) consecutive time slots.

### A. Twin-Transmitter-Based STB Code

As mentioned above, the simplest form of STB codes, which is a simple twin-transmitter-based scheme associated with \( p = 2 \), was proposed by Alamouti in [23]. The transmission matrix is

\[
G_2 = \begin{pmatrix}
x_1 & x_2 \\
-x_2 & x_1
\end{pmatrix}. \tag{10}
\]

We can see in the transmission matrix \( G_2 \) that there are \( p = 2 \) (number of columns in the matrix \( G_2 \)) transmitters, \( k = 2 \) (number of rows in the matrix \( G_2 \)) time slots, and \( n = 2 \) (number of symbols, namely, \( x_1 \) and \( x_2 \)), and the code spans over \( n = 2 \) (number of rows in the matrix \( G_2 \)) time slots. Since \( k = 2 \) and \( n = 2 \), the code rate given by (9) is unity. The associated encoding and transmission process is shown in Table 1.

At any given time instant \( T \), two signals are simultaneously transmitted from the antennas \( Tx1 \) and \( Tx2 \). For example, in the first time slot associated with \( T = 1 \), signal \( x_1 \) is transmitted from antenna \( Tx1 \) and simultaneously signal \( x_2 \) is transmitted from antenna \( Tx2 \). In the next time slot corresponding to \( T = 2 \), signals \(-x_2 \) and \( x_1 \) (the conjugates of symbols \( x_1 \) and \( x_2 \)) are simultaneously transmitted from antennas \( Tx1 \) and \( Tx2 \), respectively.

#### 1) Space–Time Code \( G_2 \) Using One Receiver

Let us now consider an example of encoding and decoding the \( G_2 \) STB code of (10) using one receiver. This example can be readily extended to an arbitrary number of receivers. In Fig. 5, we show the baseband representation of a simple two-transmitter STB code, namely, that of the \( G_2 \) code seen in (10) using one receiver. We can see from the figure that there are two transmitters, namely, \( Tx1 \) as well as \( Tx2 \) and they transmit two signals simultaneously. As mentioned earlier, the complex fading envelope is assumed to be constant across the corresponding two consecutive time slots. Therefore, one can write

\[
h_1 = h_1(T = 1) = h_1(T = 2), \tag{11}
\]

\[
h_2 = h_2(T = 1) = h_2(T = 2), \tag{12}
\]

Independent noise samples are added by the receiver in each time slot and hence the signals received over nondispersive or narrow-band channels can be expressed with the aid of (10) as

\[
y_1 = h_1 x_1 + h_2 x_2 + n_1 \tag{13}
\]

\[
y_2 = -h_1 x_2 + h_2 x_1 + n_2 \tag{14}
\]

where \( y_1 \) is the first received signal and \( y_2 \) is the second. Note that the received signal \( y_1 \) consists of the transmitted signals \( x_1 \) and \( x_2 \), while \( y_2 \) consists of their conjugates. In order to determine the transmitted symbols, we have to extract the signals \( x_1 \) and \( x_2 \) from the received signals \( y_1 \) and \( y_2 \). Therefore, both signals \( y_1 \) and \( y_2 \) are passed to the combiner, as shown in Fig. 5. In the combiner—aided by the channel estimator, which provides perfect estimation of the diversity channels in this example—simple signal processing is performed in order to separate the signals \( x_1 \) and \( x_2 \). Specifically, in order to extract the signal \( x_1 \), the received signals \( y_1 \) and \( y_2 \) are combined according to

\[
\hat{x}_1 = \overline{\hat{y}}_1 y_1 + h_2 \overline{\hat{y}}_2 = (|h_1|^2 + |h_2|^2) x_1 + \overline{\hat{y}}_1 n_1 + h_2 \overline{\hat{y}}_2, \tag{15}
\]

Similarly, for signal \( x_2 \), we generate

\[
\hat{x}_2 = \overline{\hat{y}}_2 y_1 - h_1 \overline{\hat{y}}_2 = (|h_1|^2 + |h_2|^2) x_2 + \overline{\hat{y}}_2 n_1 - h_1 \overline{\hat{y}}_2. \tag{16}
\]

Clearly, from (15) and (16), we can see that we have separated the signals \( x_1 \) and \( x_2 \) by simple multiplications and additions. Due to the orthogonality of the STB code \( G_2 \) in (10) [24], the unwanted signal \( x_2 \) is canceled out in (15) and vice versa, signal \( x_1 \) is removed from (16). Both signals \( \hat{x}_1 \) and \( \hat{x}_2 \)
and $\hat{x}_2$ are then passed to the maximum likelihood detector of Fig. 5, which applies (7) to determine the most likely transmitted symbols.

From (15) and (16), we can derive a simple rule of thumb for manipulating the received signal in order to extract a symbol $x_i$. For each received signal $y_j$, we would have a linear combination of the transmitted signals $x_i$ convolved with the corresponding channel impulse response (CIR) $h_i$. The nondispersive CIR is assumed to be constituted by a single CIR tap corresponding to a complex multiplicative factor. The conjugate of the CIR $\bar{h}_i$ should be multiplied with the received signal $y_j$, if $x_i$ is in the expression of the received signal $y_j$. However, if the conjugate of $x_i$, namely, $\bar{x}_i$ is present in the expression, we should then multiply the CIR $h_i$ with the conjugate of the received signal $y_j$, namely, $\bar{y}_j$. The product should then be added to or subtracted from the intermediate result, depending on the sign of the term in the expression of the received signal $y_j$.

2) Space–Time Code $G_2$ Using Two Receivers: In Section IV-A1, we have shown an example of the encoding and decoding process for the $G_2$ STB code of (10) using one receiver. However, this example can be readily extended to an arbitrary number of receivers. The encoding and transmission sequence will be identical to the case of a single receiver. For illustration, we discuss the specific case of two transmitters and two receivers, as shown in Fig. 6. We will show, however, that the generalization to $q$ receivers is straightforward. In Fig. 6, the subscript $i$ in the notation $h_{ij}$, $n_{ij}$, and $y_{ij}$ represents the receiver index. By contrast, the subscript $j$ denotes the transmitter index in the CIR $h_{ij}$, but it denotes the time slot $T$ in $n_{ij}$ and $y_{ij}$. Therefore, at the first receiver $Rx1$, we have

$$y_{11} = h_{11}x_1 + h_{12}x_2 + n_{11} \quad (17)$$

$$y_{12} = -h_{11}\bar{x}_2 + h_{12}\bar{x}_1 + n_{12} \quad (18)$$

while at receiver $Rx2$, we have

$$y_{21} = h_{21}x_1 + h_{22}x_2 + n_{21} \quad (19)$$

$$y_{22} = -h_{21}\bar{x}_2 + h_{22}\bar{x}_1 + n_{22}. \quad (20)$$

We can, however, generalize these equations to

$$y_{i1} = h_{i1}x_1 + h_{i2}x_2 + n_{i1} \quad (21)$$

$$y_{i2} = -h_{i1}\bar{x}_2 + h_{i2}\bar{x}_1 + n_{i2} \quad (22)$$

where $i = 1, \ldots, q$ and $q$ is the number of receivers, which is equal to two in this example. At the combiner of Fig. 6, the received signals are combined to extract the transmitted signals $x_1$ and $x_2$ from the received signals $y_{11}$, $y_{12}$, $y_{21}$, and $y_{22}$ according to

$$\bar{x}_1 = \bar{h}_{11}y_{11} + h_{12}\bar{y}_{12} + \bar{h}_{21}y_{21} + h_{22}\bar{y}_{22}. \quad (23)$$

$$\bar{x}_2 = \bar{h}_{12}y_{11} - h_{11}\bar{y}_{12} + \bar{h}_{22}y_{21} - h_{21}\bar{y}_{22}. \quad (24)$$

Again, we can generalize the above expressions to $q$ receivers, yielding

$$\bar{x}_1 = \sum_{i=1}^{q} (\bar{h}_{i1}y_{i1} + h_{i2}\bar{y}_{i2}) \quad (25)$$

$$\bar{x}_2 = \sum_{i=1}^{q} (\bar{h}_{i2}y_{i1} - h_{i1}\bar{y}_{i2}). \quad (26)$$

Finally, we can simplify (23) and (24) to

$$\bar{x}_1 = (|h_{11}|^2 + |h_{12}|^2 + |h_{21}|^2 + |h_{22}|^2) x_1 + \bar{h}_{11}n_{11} + h_{12}\bar{n}_{12} + \bar{h}_{21}n_{21} + h_{22}\bar{n}_{22} \quad (27)$$

$$\bar{x}_2 = (|h_{11}|^2 + |h_{12}|^2 + |h_{21}|^2 + |h_{22}|^2) x_2 + \bar{h}_{12}n_{11} - h_{11}\bar{n}_{12} + \bar{h}_{22}n_{21} - h_{21}\bar{n}_{22}. \quad (28)$$

Fig. 6. Baseband representation of the simple twin-transmitter STB code $G_2$ of (10) using two receivers.
In the generalized form of \( q \) receivers, we have

\[
\hat{x}_1 = \sum_{i=1}^{q} \left[ (|h_{1i}|^2 + |h_{2i}|^2) x_1 + \tilde{h}_{1i} n_{1i} + h_{2i} \tilde{n}_{2i} \right] \quad (29)
\]

\[
\hat{x}_2 = \sum_{i=1}^{q} \left[ (|h_{1i}|^2 + |h_{2i}|^2) x_2 + \tilde{h}_{1i} n_{1i} - h_{2i} \tilde{n}_{2i} \right]. \quad (30)
\]

Signals \( \hat{x}_1 \) and \( \hat{x}_2 \) are finally derived and passed to the maximum likelihood detector seen in Fig. 6. Again, (7) is applied to determine the maximum likelihood transmitted symbols.

We observe in (29) that signal \( x_1 \) is multiplied by a term related to the fading amplitudes, namely, \( |h_{1i}|^2 + |h_{2i}|^2 \). Hence, in order to acquire a high-reliability signal \( \hat{x}_1 \), the amplitudes of the CIRs must be large. If the number of receivers is equal to one, i.e., \( q = 1 \), then (29) is simplified to (15). In (15), we can see that there are two fading amplitude terms, i.e., two independent paths associated with transmitting the symbol \( x_1 \). Therefore, if either of the paths is in a deep fade, the other path may still provide a high reliability for the transmitted signal \( x_1 \). This explains why the performance of a system having two transmitters and one receiver is better than that of a system employing one transmitter and one receiver. On the other hand, in the conventional single-transmitter single-receiver system, there is only a single propagation path, which may be severely attenuated by a deep fade. To elaborate further, if the number of receivers is increased to \( q = 2 \), (27) results from (29). We can see in (27) that there are now twice as many propagation paths, as in (15). This increases the probability of providing a high reliability for signal \( \hat{x}_1 \).

### B. Other STB Codes

In Section IV-A, we have detailed Alamouti’s simple two-transmitter STB code, namely, the \( G_2 \) code of (10). This code is significantly less complex than the STT codes of [13]–[18], which use two transmit antennas. However, again, there is a performance loss compared to the STT codes of [13]–[18]. Despite its performance loss, Alamouti’s scheme [23] is appealing in terms of its simplicity. This motivated Tarokh et al. [24] to search for similar schemes using more than two transmit antennas. In [24], the theory of orthogonal code design was invoked in order to construct STB codes having more than two transmitters. The half-rate STB code employing three transmitters was defined [24]

\[
G_3 = \begin{pmatrix}
  x_1 & x_2 & x_3 \\
  \overline{-x}_2 & x_1 & \overline{-x}_4 \\
  \overline{-x}_3 & \overline{-x}_4 & x_1 \\
  \overline{-x}_4 & \overline{-x}_3 & \overline{-x}_1 \\
\end{pmatrix}
\]

(31)

and the four-transmitter half-rate STB code was specified [24]

\[
G_4 = \begin{pmatrix}
  x_1 & x_2 & x_3 & x_4 \\
  \overline{-x}_2 & x_1 & \overline{-x}_4 & x_3 \\
  \overline{-x}_3 & x_4 & x_1 & \overline{-x}_2 \\
  \overline{-x}_4 & \overline{-x}_3 & x_1 & x_4 \\
\end{pmatrix}
\]

(32)

By employing the STB codes \( G_3 \) and \( G_4 \), we can see that the bandwidth efficiency has been reduced by a factor of two compared to the STB code \( G_2 \). Furthermore, the number of transmission slots across that the channels is required to have a constant fading envelope is eight, namely, four times higher than that of the space–time code \( G_2 \).

In order to increase the associated bandwidth efficiency, Tarokh et al. constructed the three-quarter rate so-called generalized complex orthogonal sporadic codes [24], [25]. The corresponding three-quarter rate three-transmitter STB code is given by [24]

\[
H_3 = \begin{pmatrix}
  x_1 & x_2 & x_3 \\
  \overline{-x}_2 & x_1 & \overline{-x}_4 \\
  \overline{-x}_3 & \overline{-x}_4 & x_1 \\
\end{pmatrix}
\]

(33)

while the three-quarter rate four-transmitter STB code is defined as shown in (34) at the bottom of the next page [24].

In Table 2, we summarize the parameters associated with all STB codes proposed by Alamouti [23] as well as Tarokh et al. [24], [25]. The decoding algorithms and the corresponding performances of the STB codes were given in [25].

### V. CHANNEL-CODED SPACE–TIME BLOCK CODES

In Section IV, we have given a detailed illustration of the concept of STB codes. Recently, Bauch [102] derived a simple symbol-by-symbol MAP decoding rule for STB codes. The soft-outputs provided by the space–time MAP decoder can be used as the input to channel decoders such as, e.g., turbo codes, which may be concatenated for further improving the system’s performance. Accordingly, in this

<table>
<thead>
<tr>
<th>Space-time code</th>
<th>Rate</th>
<th>No. of transmitters, ( p )</th>
<th>No. of input symbols, ( k )</th>
<th>Code span, ( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_2 )</td>
<td>1/2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( G_3 )</td>
<td>1/2</td>
<td>3</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>( G_4 )</td>
<td>3/4</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>( H_3 )</td>
<td>3/4</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>( H_4 )</td>
<td>3/4</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
</tbody>
</table>
section, we concatenate STB codes with CCs [29], [103], [104], turbo convolutional (TC) codes [38], [39], turbo BCH (TBCH) codes [84], TCM [20], [21], and TTCM [80]. The performances and estimated complexities of the schemes will be studied and compared. We will also address the issue of mapping channel-coded bits of the TC and TBCH schemes to different protection classes in multilevel modulations [101].

CCs were first suggested by Elias [29] in 1955. The VA was proposed by Viterbi [34], [35] in 1967 for the maximum likelihood decoding of CCs. As an alternative decoder, the more complex MAP algorithm, which provides the optimum BER performance, was proposed by Bahl [37], although this was not significantly better than that of the VA. In the early 1970s, CCs were used in deep-space and satellite communications. They were then also adopted by the Global System of Mobile Communications (GSM) [72] for the pan-European digital cellular mobile radio system.

In 1993, Berrou et al. [38], [39] proposed a novel channel code, referred to as a turbo code. The turbo encoder consists of two component encoders. Generally, CCs are used as the component encoders and the corresponding turbo codes are termed here as a TC code. However, BCH [72], [105] codes can also be employed as their component codes, resulting in the TBCH codes. They have been shown, e.g., by Hagenauer et al. [84] and Nikl et al. [86] to perform impressively at near-unity coding rates, although at a higher decoding complexity than that of the corresponding-rate TCs.

In 1987, Ungerboeck [20], [21] invented TCM by combining the design of channel coding and modulation. TCM optimizes the Euclidean distance between codewords and hence maximizes the coding gain. In [80], Robertson et al. applied the basic idea of turbo codes [38], [39] to TCM by retaining the important properties and advantages of both structures. In the resultant TTCM scheme, two Ungerboeck codes [20], [21] are employed in combination with TCM as component codes in an overall structure similar to that of turbo codes.

### A. System Overview

A schematic of the proposed concatenated STB codes and the different channel coding schemes is shown in Fig. 7. As mentioned above, the investigated channel coding schemes are CC, TC codes, TBCH codes, TCM, and TTCM. The information source in the transmitter of Fig. 7 generates random data bits. The information bits are then encoded by each of the above five different channel coding schemes. However, as seen in Fig. 7 only the output binary bits of the CC, TBCH, and TC coding schemes are channel interleaved. The role of the interleaver will be detailed in Section VI-B.

The output bits of the TCM and TTCM scheme are passed directly to the mapper in Fig. 7, which employs two different mapping techniques. Gray mapping [78], [105] is used for the CC, TBCH, and TC schemes, whereas set-partitioning [20]–[22], [80] is utilized for the TCM and TTCM scheme. Different modulation schemes are employed, namely, binary phase shift keying (BPSK), quadrature phase shift keying (QPSK), 8-level phase shift keying (8PSK), 16-level quadrature amplitude modulation (16QAM), and 64-level quadrature amplitude modulation (64QAM) [101].

Following the mapper, the channel-coded symbols are passed to the STB encoder, as shown in Fig. 7. Below, we will investigate the performance of all the previously
mentioned STB codes, namely, that of the $G_2$, $G_3$, $G_4$, $H_3$, and $H_4$ codes proposed in [23]–[25]. The corresponding transmission matrices are given in (10) and (31)–(34), respectively. The coding rate and number of transmitters of the associated STB codes is shown in Table 2. The channels are uncorrelated (or synonymously perfectly interleaved) narrow-band or nondispersive Rayleigh fading channels. This assumption does not contradict to requiring a constant channel magnitude and phase over $p$ (number of rows in the transmission matrix) consecutive symbols, since upon applying a sufficiently long channel interleaving depth, the channels' fading envelope can indeed become near uncorrelated. We assumed that the narrow-band fading amplitudes received from each transmitter antenna are mutually uncorrelated Rayleigh distributed processes. The average signal power received from each transmitter antenna is the same. Furthermore, we assume that the receiver has a perfect estimate of the channels' fading amplitudes. In practice, the channels' fading amplitude can be estimated, e.g., with the aid of pilot symbols [101].

At the receiver, the number of receiver antennas constitutes a design parameter, which is fixed to one unless specified otherwise. The STB decoders apply the MAP or Log-MAP decoding algorithm of [102] for the decoding of the signals received from the different antennas. Due to its implementational simplicity, the Log-MAP decoding algorithm is preferred in the proposed system. The soft outputs associated with the received bits or symbols are passed through the channel deinterleaver or directly to the TCM/TTCM decoder, respectively, as seen in Fig. 7. The channel-deinterleaved soft outputs of the received bits are then passed to the CC, TC, or TBCH decoders. The VA [34], [35] is applied in the CC and TCM decoder. By contrast, all turbo decoder schemes apply the Log-MAP [39], [80], [84] decoding algorithm. The decoded bits are finally passed to the information sink for calculation of the BER, as shown in Fig. 7.

### B. Channel-Codec Parameters

In Fig. 7, we have given an overview of the proposed system. As we can see in Fig. 7, there are different channel encoders to be considered, namely, the CC, TC, TBCH, TCM, and TTCM schemes. In this section, we present the parameters of all the channel codecs to be used in our investigations.

Table 3 shows the parameters of each channel encoder proposed in the system. We commence with the most well-known channel code, namely, the CC. A CC is described by three parameters $n$, $k$, and $K$ and it is denoted as $CC(n, k, K)$. At each instant, a $CC(n, k, K)$ encoder accepts $k$ input bits and outputs $n$ coded bits. The constraint length of the code is $K$ and the number of encoder states is equal to $2^{K-1}$. The channel-coded rate is given by

$$R = \frac{k}{n}$$

Different code rates can be obtained by suitable puncturing [106] and we will elaborate on this issue later in the section.

<table>
<thead>
<tr>
<th>Table 3: Parameters of the Different Channel Encoders Used in Fig. 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code</td>
</tr>
<tr>
<td>CC(2,1,5)</td>
</tr>
<tr>
<td>CC(2,1,7)</td>
</tr>
<tr>
<td>CC(2,1,9)</td>
</tr>
<tr>
<td>TC(2,1,3)</td>
</tr>
<tr>
<td>TC(2,1,4)</td>
</tr>
<tr>
<td>TC(2,1,5)</td>
</tr>
<tr>
<td>TBCH(31,26)</td>
</tr>
<tr>
<td>TBCH(32,26)</td>
</tr>
<tr>
<td>TBCH(31,21)</td>
</tr>
<tr>
<td>TBCH(63,57)</td>
</tr>
<tr>
<td>TBCH(127,120)</td>
</tr>
<tr>
<td>8PSK-TCM</td>
</tr>
<tr>
<td>16QAM-TCM</td>
</tr>
<tr>
<td>8PSK-TTCM</td>
</tr>
<tr>
<td>16QAM-TTCM</td>
</tr>
</tbody>
</table>

The first entry of Table 3 is the CC $CC(2, 1, 5)$, which was adopted by the GSM standardization committee in 1982 [72], [107]. Then, in 1996, a more powerful CC, the $CC(2, 1, 7)$ arrangement, was employed by the DVB [65] standard for television, sound, and data services. Recently, the Universal Mobile Telecommunication System (UMTS) proposed the use of the $CC(2, 1, 9)$ scheme, which is also shown in Table 3. The implementation of this scheme is about 16 times more complex than that of the $CC(2, 1, 5)$ scheme adopted by GSM some 15 years ago. This clearly shows that the advances of integrated circuit technology have substantially contributed to the performance improvement of mobile communication systems.

As mentioned earlier, a turbo encoder consists of two component encoders. Generally, two identical RSC codes are used. Berrou et al. [38], [39] used two constraint length $K = 3$, RSC codes, each having four trellis states. We denote a TC code as $TC(n, k, K)$, where $n$, $k$, and $K$ have their usual interpretations, as in CC. In [38] and [39], the MAP algorithm [37] was employed for iterative decoding. However, in our systems, the Log-MAP decoding algorithm [75] is utilized. The Log-MAP algorithm is a more attractive version of the MAP algorithm, since it operates in the logarithmic domain in order to reduce the computational complexity and to mitigate the numerical problems associated with the MAP algorithm [75]. The number of turbo iterations was set to eight, since this yielded a performance close to the optimum performance associated
with an infinite number of iterations. In our investigations, we will consider the TC code TC(2, 1, 3), proposed in [38], [39]. However, the more complex TC(2, 1, 4) code [108] was proposed by UMTS to be employed in the 3G mobile communication systems [1], [72], [109]. The TC(2, 1, 5) code is also interesting, since it is expected to provide further significant coding gains over that of the TC(2, 1, 3) and TC(2, 1, 4) code.

BCH codes [72] are used as the component codes in the TBCH codes of Table 3. Again, TBCH codes have been shown, e.g., by Hagenauer et al. [84] and Nikl et al. [86] to perform impressively at near-unity coding rates, although at high complexity. Hence, in our study, the BCH component codes BCH(31, 26), BCH(31, 21), BCH(63, 57), and BCH(127, 120) are employed, as shown in Table 3. Finally, we also investigate TCM and TTCM. Both of them are employed in 8PSK and 16QAM modulation modes. This results in 8PSK-TCM, 16QAM-TCM, 8PSK-TTCM, and 16QAM-TTCM, respectively.

In Table 3, we give the encoding and decoding parameters of the different channel encoders employed. However, as mentioned earlier, we can design codes of variable code rates \( R \) by employing suitable puncturing patterns. By combining puncturing with different modulation modes, we could design a system having a range of various throughputs, expressed in terms of the number of bits per symbol (BPS), as shown in Tables 4 and 5. Some of the parameters in Tables 4 and 5 are discussed in depth during our further discourse, but significantly more information can be gleaned concerning these systems by carefully studying both tables.

In Table 4, we summarize the simulation parameters of the CC and TCM schemes employed. Since there are two coded bits \((n = 2)\) for each data bit \((k = 1)\), we have two possible puncturing patterns, as shown in Table 4. A binary 1 means that the coded bit is transmitted, whereas a binary 0 implies that the coded bit is punctured. Accordingly, the puncturing pattern \((1, 1)\) simply implies that no puncturing is applied and, hence, results in a half-rate CC. However, in the DVB standard [65], different puncturing patterns were proposed for the CC(2, 1, 7) code, which result in different coding rates. These are also shown in Table 4.

In Table 5, the simulation parameters of three different turbo schemes, namely, those of the TC, TBCH, and TTCM arrangements are given. Again, different code rates can be designed using suitable puncturing patterns, where the puncturing patterns seen in Table 5 consist of two parts. Specifically, the associated different puncturing patterns represent the puncturing patterns of the parity bits emanating from the first and the second encoder, respectively. These patterns are different from the puncturing patterns seen in Table 4. For the TC(2, 1, 3) scheme, different puncturing patterns are employed for the various code rates \( R \). The puncturing patterns were optimized experimentally by simulation in order to attain the best possible BER performance. The design procedure for punctured turbo codes was proposed by Acikel et al. [87] in the context of BPSK and QPSK.

C. Complexity Issues and Memory Requirements

In this section, the complexity issues and memory requirements of the proposed system are addressed. We will mainly focus on the relative estimated complexity and memory requirements of the proposed channel decoders rather than attempting to determine their exact complexity. Therefore, several assumptions are made in order to simplify our comparative study. In our simplified approach, the estimated complexity of the whole system is deemed to depend only on that of the channel decoders. In other words, the complexity associated with the modulator, demodulator, space–time encoder, and decoder as well as channel encoders are assumed to be insignificant compared to the complexity of channel decoders.

Since the estimated complexity of the channel decoders depends directly on the number of trellis transitions, the number of trellis transitions per information data bit will be used as the basis of our comparison. Several channel encoder schemes in Table 3 are composed of CCs. For the binary CC CC(2, 1, \( K \)), two trellis transitions diverge from each of the \( 2^{K-1} \) states. Hence, we can approximate the complexity of a CC(2, 1, \( K \)) code as

\[
\text{comp}(\text{CC}(2, 1, K)) = 2 \times 2^{K-1} = 2^K.
\]

(36)

The number of trellis transitions in the Log-MAP decoding algorithm is assumed to be three times greater, than that of the conventional VA, since the Log-MAP algorithm has to perform forward as well as backward recursion and soft output calculations, which results in traversing through the trellis three times. The reader is referred to [37] for further details of the algorithm. For TC codes, we apply the Log-MAP decoding algorithm for iterative decoding, assisted by the two component decoders. Upon taking into account the number of turbo decoding iterations as well, the complexity of TC decoding is approximated by

\[
\text{comp}(\text{TC}(2, 1, K)) = 3 \times 2 \times 2^{K-1} \times 2 \times \text{No. of Iterations}
\]

\[
= 3 \times 2^{K+1} \times \text{No. of Iterations}.
\]

(37)
In TCM, we construct a nonbinary decoding trellis [22]. The TCM schemes of Table 3 have $2^{\text{BPS}-1}$ trellis branches diverging from each trellis state, where BPS is the number of transmitted bits per modulation symbol. However, for each trellis transition, we have BPS − 1 transmitted information data bits, since the TCM encoder typically adds one parity bit per nonbinary symbol. Therefore, we can estimate the complexity of the proposed TCM schemes as

$$\text{comp}[\text{TCM}] = 2^{\text{BPS}-1} \times \frac{\text{No. of States}}{\text{BPS} - 1}. \tag{38}$$

Similarly to TC, TTCM consists of two TCM codes and the Log-MAP decoding algorithm [80] is employed for iterative decoding. The associated TTCM complexity is then estimated as

$$\text{comp}[\text{TTCM}] = 3 \times 2^{\text{BPS}-1} \times \frac{\text{No. of States}}{\text{BPS} - 1} \times 2 \times \text{No. of Iterations}$$

$$= 3 \times 2^{\text{BPS}} \times \frac{\text{No. of States} \times \text{No. of Iterations}}{\text{BPS} - 1}. \tag{39}$$

For TBCH($n, k$) codes, the complexity estimation is not as straightforward as in the previous cases. Its component codes are BCH($n, k$) codes and the decoding trellis can be divided into three sections [44]. Assuming that $k > n - k$, for every decoding instant $j$, the number of trellis states is given [44]

$$\text{No. of States}_j = \begin{cases} 2^j, & j = 0, 1, \ldots, n - k - 1 \\ 2^{n-k}, & j = n - k, n - k + 1, \ldots, k \\ 2^{n-j}, & j = k + 1, k + 2, \ldots, n. \end{cases} \tag{40}$$

It can be readily shown that

$$2^{n-k} - 1 = \sum_{j=0}^{n-k-1} 2^j \tag{41}$$

$$= \sum_{j=k+1}^{n} 2^{n-j}. \tag{42}$$

### Table 5
Simulation Parameters Associated With the TC, TBCH, and TTCM Channel Encoders in Fig. 7

<table>
<thead>
<tr>
<th>Code</th>
<th>Code Rate $R$</th>
<th>Puncturing Pattern</th>
<th>Modulation Format</th>
<th>BPS</th>
<th>Random turbo interleaver depth</th>
<th>Random (separation) interleaver depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC(2,1,3)</td>
<td>0.50</td>
<td>10,01</td>
<td>16QAM</td>
<td>2.00</td>
<td>10,000</td>
<td>20,000</td>
</tr>
<tr>
<td>TC(2,1,4)</td>
<td>0.33</td>
<td>1,1</td>
<td>64QAM</td>
<td>2.00</td>
<td>10,000</td>
<td>30,000</td>
</tr>
<tr>
<td>TC(2,1,5)</td>
<td>0.50</td>
<td>10,01</td>
<td>16QAM</td>
<td>2.00</td>
<td>10,000</td>
<td>20,000</td>
</tr>
<tr>
<td>TC(2,1,6)</td>
<td>0.33</td>
<td>1,1</td>
<td>64QAM</td>
<td>2.00</td>
<td>10,000</td>
<td>30,000</td>
</tr>
<tr>
<td>TBCH(31,26)</td>
<td>0.72</td>
<td>1,1</td>
<td>16QAM</td>
<td>2.89</td>
<td>9,984</td>
<td>13,824</td>
</tr>
<tr>
<td>TBCH(32,26)</td>
<td>0.68</td>
<td>1,1</td>
<td>8PSK</td>
<td>2.05</td>
<td>9,984</td>
<td>14,592</td>
</tr>
<tr>
<td>TBCH(31,21)</td>
<td>0.51</td>
<td>1,1</td>
<td>16QAM</td>
<td>2.04</td>
<td>9,996</td>
<td>19,516</td>
</tr>
<tr>
<td>TBCH(63,57)</td>
<td>0.83</td>
<td>1,1</td>
<td>64QAM</td>
<td>4.96</td>
<td>10,032</td>
<td>12,144</td>
</tr>
<tr>
<td>TBCH(127,120)</td>
<td>0.95</td>
<td>1,1</td>
<td>64QAM</td>
<td>5.37</td>
<td>10,080</td>
<td>11,256</td>
</tr>
<tr>
<td>8PSK-TTCM</td>
<td>2/3</td>
<td>10,01</td>
<td>8PSK</td>
<td>2.00</td>
<td>10,000</td>
<td>–</td>
</tr>
<tr>
<td>16QAM-TTCM</td>
<td>3/4</td>
<td>10,01</td>
<td>16QAM</td>
<td>3.00</td>
<td>13,332</td>
<td>–</td>
</tr>
</tbody>
</table>
Upon using the approximation $\sum_{j=0}^{n-k-1} 2^j = \sum_{j=k+1}^{n} 2^{n-j} = 2^n - k = 1 \approx 2^{n-k}$, we can write the number of decoding trellis states per information data bit as

$$\text{No. of States} = \frac{2 \times 2^{n-k} + \{k - (n - k)\} \times 2^{n-k}}{k} = \frac{(2k - n + 2) \times 2^{n-k}}{k}. \quad (43)$$

Having derived the number of decoding trellis states per information data bit, we can approximate the complexity of TBCH codes as

$$\text{comp}\{\text{TBCH}(n, k)\} = 3 \times 2 \times \frac{(2k-n+2) \times 2^{n-k}}{k} \times 2 \times \text{No. of Iterations}$$
$$= \frac{3 \times (2k-n+2) \times 2^{n-k+2}}{k} \times \text{No. of Iterations}. \quad (44)$$

With the complexity of each channel decoder in hands, we will now derive their approximate memory requirements. Typically, the memory requirement of a channel decoder depends directly on the number of trellis states in the entire coded block. Therefore, in this section, the number of trellis states per coded block serves as the basis of a relative memory requirement comparison between the channel decoders studied. For a binary CC, observation of the VA has shown that typically all surviving paths of the current trellis state emerge from trellis states not “older” than approximately five times the constraint length $K$ [101]. Therefore, at any decoding instant, only a section of $5 \times K$ trellis transitions has to be stored. We can then approximate the associated memory requirement as

$$\text{mem}\{\text{CC}(2, 1, K)\} = 2^{K-4} \times 5 \times K. \quad (45)$$

Again, as highlighted in [37], the Log-MAP algorithm requires the storage of $\gamma$, $\alpha$, and $\beta$ values. Hence, for the same number of decoding trellis states, the Log-MAP algorithm requires about three times more memory than the classic VA. Consequently, we can estimate the memory requirement of the TC code as

$$\text{mem}\{\text{TC}(2, 1, K)\} = 3 \times 2^{K-1} \times \text{Block Length}. \quad (46)$$

Similarly to CCs, we can approximate the memory requirements of TCM as

$$\text{mem}\{\text{TCM}\} = \text{No. of States} \times \text{Block Length}. \quad (47)$$

Following similar arguments, the memory requirements of TTCM employing the Log-MAP algorithm can be approximated as

$$\text{mem}\{\text{TTCM}\} = 3 \times \text{No. of States} \times \text{Block Length}. \quad (48)$$

The estimation of the memory requirements of TBCH codes is again different from that of the other channel codes considered. Specifically, their memory requirement does not directly depend on the number of decoding trellis states in a coded TBCH block. Instead, it depends on the number of decoding trellis states in the constituent BCH codewords. From (43), we can estimate the associated memory requirements as

$$\text{mem}\{\text{TBCH}(n, k)\} = 3 \times (2k - n + 2) \times 2^{n-k}. \quad (49)$$

Applying (36)–(49), we summarize the estimated complexity and memory requirements of the channel decoders characterized in Table 3. Explicitly, assuming that there are 10,000 information data bits per coded block, the associated estimated complexity and memory requirements are then given in Table 6. Note that the block length of TCM and TTCM is expressed in terms of the number of symbols per coded block, since these schemes are symbol-oriented rather than bit-oriented.

VI. PERFORMANCE RESULTS

In this section, unless otherwise stated, all simulation results are obtained over uncorrelated (or perfectly interleaved) narrow-band or nondispersive Rayleigh fading channels. As stated before, this does not contradict requiring a constant channel magnitude and phase over $\eta$ consecutive time slots in (8), since upon applying a sufficiently high interleaving depth, the channel’s fading envelope can be indeed uncorrelated. Our assumptions are that:

1) the fading amplitudes are constant across $\eta$ consecutive transmission slots of the STB codes’ transmission matrix;
2) the average signal power received from each transmitter antenna is the same;
3) the receiver has perfect knowledge of the channels’ fading amplitudes.

We note that the above assumptions are unrealistic, yielding the best-case performance, nonetheless facilitating the performance comparison of the various techniques under identical circumstances.

In the following sections, we compare the performance of various combinations of STB codes and channel codes. As mentioned earlier, various code rates can be used for both the STB codes and for the associated channel codes. The different modulation schemes employed result in various effective throughputs. Hence, for a fair comparison, all different systems are compared on the basis of the same effective BPS throughput given by

$$\text{BPS} = R_{st} \times R_{cc} \times \text{modulation throughput} \quad (50)$$

where $R_{st}$ and $R_{cc}$ are the code rates of the STB code and the channel code, respectively.

A. Performance Comparison of Various STB Codes Without Channel Codecs

In this section, the performances of various STB codes without channel codes are investigated and compared. All the investigated STB codes, namely, the $G_2$, $G_3$, $G_4$, $H_3$, and $H_4$ codes [23]–[25] have their corresponding transmission matrices given in (10) and (31)–(34), respectively. The encoding parameters are summarized in Table 2.
Table 6
Complexity and Memory Requirements of the Different Channel Decoders Characterized in Table 3

<table>
<thead>
<tr>
<th>Code</th>
<th>No. of states</th>
<th>No. of states per data bit</th>
<th>Iteration No</th>
<th>Block length</th>
<th>Complexity</th>
<th>Memory requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Convolutional Code (CC)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CC(2,1,5)</td>
<td>16</td>
<td>16</td>
<td>–</td>
<td>10,000</td>
<td>32</td>
<td>400</td>
</tr>
<tr>
<td>CC(2,1,7)</td>
<td>64</td>
<td>64</td>
<td>–</td>
<td>10,000</td>
<td>128</td>
<td>2,240</td>
</tr>
<tr>
<td>CC(2,1,9)</td>
<td>256</td>
<td>256</td>
<td>–</td>
<td>10,000</td>
<td>512</td>
<td>11,520</td>
</tr>
<tr>
<td><strong>Turbo Convolutional Code (TC)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TC(2,1,3)</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>10,000</td>
<td>384</td>
<td>120,000</td>
</tr>
<tr>
<td>TC(2,1,4)</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>10,000</td>
<td>768</td>
<td>240,000</td>
</tr>
<tr>
<td>TC(2,1,5)</td>
<td>16</td>
<td>16</td>
<td>8</td>
<td>10,000</td>
<td>1,536</td>
<td>480,000</td>
</tr>
<tr>
<td><strong>Turbo BCH Code (TBCH)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TBCH(31,26)</td>
<td>32</td>
<td>28</td>
<td>8</td>
<td>31</td>
<td>2,718</td>
<td>2,208</td>
</tr>
<tr>
<td>TBCH(32,26)</td>
<td>64</td>
<td>54</td>
<td>8</td>
<td>32</td>
<td>5,199</td>
<td>4,224</td>
</tr>
<tr>
<td>TBCH(31,21)</td>
<td>1,024</td>
<td>634</td>
<td>8</td>
<td>31</td>
<td>60,855</td>
<td>39,936</td>
</tr>
<tr>
<td>TBCH(63,57)</td>
<td>64</td>
<td>60</td>
<td>8</td>
<td>63</td>
<td>5,713</td>
<td>10,176</td>
</tr>
<tr>
<td>TBCH(127,120)</td>
<td>128</td>
<td>123</td>
<td>8</td>
<td>127</td>
<td>11,776</td>
<td>44,160</td>
</tr>
<tr>
<td><strong>Trellis Coded Modulation (TCM)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8PSK-TCM</td>
<td>64</td>
<td>32</td>
<td>–</td>
<td>5,000</td>
<td>128</td>
<td>320,000</td>
</tr>
<tr>
<td>16QAM-TCM</td>
<td>64</td>
<td>21</td>
<td>–</td>
<td>3,333</td>
<td>171</td>
<td>213,312</td>
</tr>
<tr>
<td><strong>Turbo Trellis Coded Modulation (TTCM)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8PSK-TTCM</td>
<td>8</td>
<td>4</td>
<td>8</td>
<td>5,000</td>
<td>768</td>
<td>120,000</td>
</tr>
<tr>
<td>16QAM-TTCM</td>
<td>16</td>
<td>5</td>
<td>8</td>
<td>3,333</td>
<td>2,048</td>
<td>159,984</td>
</tr>
</tbody>
</table>

1) **Maximum Ratio Combining and the Space–Time Code G₂**: Fig. 8 shows the performance of MRC and the space–time code G₂ using BPSK over uncorrelated Rayleigh fading channels. It is assumed that the total power received from both transmit antennas in the space–time-coded system using G₂ of (10) is the same as the transmit power of the single transmit antenna assisted MRC system. It can be seen in Fig. 8 that the performance of the space–time code G₂ is about 3 dB worse than that of the MRC technique using two receivers, even though both systems have the same diversity order of two—the G₂ code uses two transmitters, while the MRC scheme two receivers. The 3-dB penalty is incurred because the transmit power of each antenna in the G₂ space–time-coded arrangement is only half of the transmit power in the MRC assisted system. It is shown in Fig. 8, however, that at a BER of 10⁻⁵, a diversity gain of 20 dB is achieved by the space–time code G₂. If we increase the diversity order to four by using two receivers, the space–time code G₂ achieves a diversity gain of 32 dB. However, there is still a 3-dB performance penalty as compared to the conventional MRC technique using four receivers. The advantage of the space–time-coded scheme is nonetheless that the increased complexity of the space–time-coded transmitter is more affordable at the BS than at the MS, where the MRC receiver would have to be located.

2) **Performance of 1-BPS Schemes**: Figs. 9 and 10 compare the performances of the space–time codes G₂, G₃, and G₄ having an effective throughput of 1 BPS over uncorrelated Rayleigh fading channels using one and two receivers, respectively. BPSK modulation was employed in conjunction with the space–time code G₂. As shown in Table 2, the
space–time codes $G_3$ and $G_4$ are half-rate codes. Therefore, QPSK modulation was used in the context of $G_3$ and $G_4$ in order to retain a throughput of 1 BPS. It can be seen in Fig. 9 that at a BER of $10^{-5}$, the space–time codes $G_3$ and $G_4$ give about 5- and 7.5-dB gain over the $G_2$ code, respectively. If the number of receivers is increased to two, as shown in Fig. 10, the associated gain reduces to about 1- and 3.5-dB, respectively. The reason is that over the perfectly interleaved flat-fading channel considered much of the attainable diversity gain is already achieved using the $G_2$ code and two receivers. The associated gains of the various schemes at a BER of $10^{-5}$ are summarized in Table 7.

3) Performance of 2-BPS Schemes: In Fig. 11, we compare the performances of the space–time codes $G_2$, $G_3$, $G_4$, $H_3$, and $H_4$ proposed in [23]–[25] using the encoding parameters summarized in Table 2. The performance results were obtained over uncorrelated Rayleigh fading channels using one receiver and the effective throughput of the system is about 2 BPS. For the $G_2$ code, QPSK modulation is used, while the $G_3$ and $G_4$ codes employ 16QAM conveying 4 BPS. Hence, the effective throughput is 2 BPS, since $G_3$ and $G_4$ are half-rate codes. Since the code rate of the $H_3$ and $H_4$ codes is 3/4, 8PSK modulation was employed in this context, resulting in a throughput of $3 \times 3/4 = 2.25$ BPS, which is approximately 2 BPS. We can see in Fig. 11 that at high BERs or low $E_b/N_0$ values, the $G_2$ code slightly outperforms the others. However, the situation is reversed when the system is operated at a low BER or high $E_b/N_0$ values. At a BER of $10^{-5}$, the code $G_4$ only gives a diversity gain of 5 dB over the $G_2$ code. This is a 2.5-dB loss compared to the 7.5-dB gain achieved by the system transmitting at an effective throughput of 1 BPS in the previous section. This is because the more vulnerable 16QAM scheme was used for the space–time code $G_4$. Since the 16QAM signal constellation is more densely packed compared to QPSK, it is more prone to errors. Moreover, the space–time code $G_4$ has no error correction capability to correct the extra errors induced by employing a more vulnerable higher order modulation scheme. Hence, this results in a poorer performance. If the throughput of the system is increased by employing a higher order modulation scheme, the space–time code $G_4$ will suffer even higher performance degradations, as shown.
Section VI-A4. Since the space–time code $G_3$ of Table 2 is also a half-rate code, similarly to the $G_4$ code, it suffers from the same drawbacks. In Fig. 11, we also show the performance of the three-quarter rate space–time codes $H_3$ and $H_4$ of Table 2. Both the $H_1$ and $G_4$ codes have the same diversity order of four in conjunction with one receiver. However, at a BER of $10^{-5}$, the performance of the $H_4$ code is about 0.5 dB better than that of the $G_4$ code. This is again due to the higher order modulation employed in conjunction with the half-rate code $G_4$ in order to maintain the same throughput. As noted earlier, the higher order modulation schemes are more susceptible to errors and hence the performance of the system in conjunction with the $G_3$ or $G_4$ code of Table 2 is worse than that of the $H_3$ or $H_4$ code having the same diversity order, respectively. The associated gains of the various schemes at a BER of $10^{-5}$ are summarized in Table 7.

4) Performance of 3-BPS Schemes: Figs. 12 and 13 show performance comparisons for the space–time codes $G_2$, $G_3$, $G_4$, $H_3$, and $H_4$ of Table 2 at an effective throughput of 3 BPS over uncorrelated Rayleigh fading channels using one and two receivers, respectively. When using the $G_2$ code, we employ 8PSK modulation. Since $G_3$ and $G_4$ are half-rate codes, 64QAM is employed in order to obtain an effective throughput of 3 BPS. By contrast, for the $H_3$ and $H_4$ codes, which have a code rate of $3/4$, 16QAM was used in order to ensure the same throughput of $4\times3/4=3$ BPS.

In Fig. 12 we can see that at a BER of $10^{-5}$, the diversity gain of the $G_4$ code over the $G_2$ code is further reduced to about 3 dB. There is only a marginal diversity gain for the $G_3$ code over the $G_2$ code. As alluded to in the previous section, 64QAM in conjunction with the space–time code $G_3$ or $G_4$ has a densely packed signal constellation and, hence, this scheme is prone to errors. At the higher BER of $10^{-2}$, the $G_2$ code outperforms the $G_3$ and $G_4$ codes by approximately 3 and 4 dB, respectively.

Due to the associated higher order modulation scheme employed, we can see in Fig. 12 that at a BER of $10^{-5}$, the $H_3$ and $H_4$ codes of Table 2 outperform both the $G_3$ and the $G_4$ codes. Specifically, we can see that the $H_3$ code attains about 2-dB gain over the $G_4$ code, even though it has a lower diversity order.

If we increase the number of receivers to two, a scenario characterized in Fig. 13, the performance degradation of the space–time codes $G_3$ and $G_4$ is even more pronounced. At a BER of $10^{-5}$, the performance gain of the $H_4$ code over the $G_4$ code is approximately 4 dB compared to the 0.5-dB gain, when the system’s effective throughput is only 2 BPS, as shown in Fig. 11.

Studying Figs. 9–13, we may conclude two important points. First, the space–time codes $G_3$ and $G_4$ of Table 2 suffer from having a code rate of half, since this significantly reduces the effective throughput of the system. In order to maintain the same throughput as the unity rate $G_2$ code, higher order modulation schemes, such as 64QAM, have to be employed. This results in more channel errors, since the constellation points of the higher order modulation schemes are more densely packed. Due to their lack of error correcting capability, the $G_3$ and $G_4$ codes suffer performance losses compared to the $G_4$ code. Second, if the number of receivers is increased to two, the performance gain of the $G_3$, $G_4$, $H_3$, or $H_4$ codes over the $G_2$ code becomes smaller. The reason behind this phenomenon is that much of the attainable diversity gain was already achieved using the $G_2$ code and two receivers. The associated gains of the various schemes at a BER of $10^{-5}$ are summarized in Table 7.

5) Channel-Coded STB Codes: In the previous sections, we have shown that without channel coding, the performance of the unity-rate space–time $G_2$ code is inferior to the lower rate space–time codes, namely, to that of the $G_3$, $G_4$, $H_3$, and $H_4$ schemes. Since the space–time code $G_2$ has a unity code rate, half-rate turbo codes can be employed for improving the performance of the system. In Fig. 14, we compare the performance of the half-rate TC$(2, 1, 3)$ code concatenated with the space–time code $G_2$ and with the STB
codes $G_4$ and $H_4$. Both the space–time codes $G_4$ and $H_4$ have a diversity gain of four and a code rate of 1/2 and 3/4, respectively. The associated parameters are shown in Tables 2, 3, and 5. Suitable modulation schemes were chosen so that all systems had the same throughput of 3 BPS. All simulation results were obtained over uncorrelated Rayleigh fading channels.

From Fig. 14, we can see that a huge performance improvement is achieved by concatenating the space–time code $G_2$ with the half-rate code $TC(2, 1, 4)$. At a BER of $10^{-5}$, this concatenated scheme attains a coding gain of 16 and 13 dB compared to the space–time codes $G_4$ and $H_4$, respectively. This clearly shows that it is better to invest the parity bits associated with the code-rate reduction in the concatenated turbo code, rather than in nonunary-rate STB codes. In Fig. 14, we also show the performance of the space–time code $H_4$ concatenated with the punctured two-third-rate code $TC(2, 1, 4)$. Fig. 14 shows that the $TC(2, 1, 4)$ code improves the performance of the system tremendously, attaining a coding gain of 11 dB compared to the nonturbo-coded space–time code $H_4$ at BER $= 10^{-5}$. However, its performance is still inferior to that of the half-rate $TC(2, 1, 4)$-coded space–time code $G_2$.

In conclusion, in Fig. 14, we have seen that the reduction in coding rate is best assigned to turbo channel codes, rather than space–time codes. Therefore, in all our forthcoming simulations, all channel codes of Table 3 are concatenated with the unity-rate space–time code $G_2$, instead of the nonunary-rate space–time codes $G_3$, $G_4$, $H_3$, and $H_4$ of Table 2.

B. Mapping Binary Channel Codes to Multilevel Modulation

As mentioned earlier in our investigations, different modulation schemes are employed in conjunction with the binary channel codes CC, TC, and TBCH. Specifically, the modulation schemes used are BPSK, QPSK, 8PSK, 16QAM, and 64QAM. Gray mapping [100], [101], [105] is employed to map the bits to the QPSK, 8PSK, 16QAM, and 64QAM symbols. In higher order modulation schemes, such as 8PSK, 16QAM, and 64QAM, there are several transmitted bits per constellation point. However, the different bit positions of the constellation points have different noise-protection distances [101]. More explicitly, the protection distance is the Euclidean distance from one constellation point to another, which results in the corruption of a particular bit. A larger noise-protection distance results in a higher integrity of the bit and vice versa. Therefore, for the different bit positions in the symbol, we have different protections for the transmitted bits within the phaser constellation of the nonbinary modulation schemes. It can be readily shown that in 8PSK and 16QAM, we have two protection classes, namely, class I and II [101], [105], where the class I transmitted bits are more protected. Similarly, in 64QAM, we have three protection classes, namely, I, II, and III [101], where the transmitted bits in class I are most protected, followed by class II and class III.

In our system, the parity bits are generated by binary channel encoders, such as the CC, TC, and TBCH schemes for protecting the binary data bits. However it is not intuitive whether the integrity of the data or parity bits is more important in yielding a better overall BER performance. For example, if the parity bits are more important, it is better to allocate the parity bits to the better protection classes in higher order modulation scheme and vice versa. Therefore, in this section, we will investigate the performance of different channel codes along with different bit mapping schemes. The effect of the bit interleaver seen in Fig. 7 is studied in conjunction with binary channel codes as well.

1) Turbo Convolutional Codes—Data and Parity Bit Mapping: We commence by studying half-rate TC codes, which are characterized in Table 3. An equal number of parity and data bits are generated by the half-rate TC codes and they are mapped to the protection classes of the 16QAM scheme considered. Again, in the Gray-mapping-assisted 16QAM constellation, there are two protection classes [101], class I and II, depending on the bit position. Explicitly, there are 4 BPS in the 16QAM constellation and two of the bit positions are more protected than the remaining two bits.

In Fig. 15, we compare the performance of various parity and data bit mapping schemes for the: 1) $TC(2, 1, 3)$; 2) $TC(2, 1, 4)$; and 3) $TC(2, 1, 5)$ codes. The curve marked by triangles represents the performance of the TC codes, when allocating the parity bits to the higher integrity protection class I and the data bits to the lower integrity protection class II. On the other hand, the performance curve marked by diamonds indicates the allocation of data bits to protection class I, while the parity bits are assigned to protection class II.

In Fig. 15(a), we can see that at low $E_b/N_0$ values, the performance of the TC(2, 1, 3) code when allocating the parity bits to protection class I is worse than allocating the data bits to protection class I. However, for $E_b/N_0$ values in excess of about 4 dB, the situation is reversed. At a BER of $10^{-5}$, there is a performance gain of about 1 dB when using the
Fig. 15. Performance comparison of various data and parity bit allocation schemes for the (a) TC(2, 1, 3), (b) TC(2, 1, 4), and (c) TC(2, 1, 5) codes, where the parameters are shown in Table 3. All simulation results were obtained upon employing the space-time code using one receiver and 16QAM over uncorrelated Rayleigh fading channels at an effective throughput of 2 BPS.

TC(2, 1, 3) arrangement with the parity bits allocated to protection class I. We surmise that by protecting the parity bits better, we render the TC(2, 1, 3) code more powerful. This is related to the observation that stronger channel codes typically perform worse than weaker codes at low $E_b/N_0$ values, but naturally, these stronger codes outperform their less powerful counterparts at high $E_b/N_0$ values. This is justified by the fact that the more powerful and, hence, higher minimum distance codes are expected to inflict a higher number of decoding errors in case of an erroneous decision, which frequency occur under $E_b/N_0$ conditions. This is further justified in Fig. 16. Here, we show the performance of hard-decision algebraic decoding of the BCH(7, 4), BCH(63, 36), and BCH(127, 71) codes using BPSK over additive white gaussian noise (AWGN) channels. All BCH codes characterized in Fig. 16 have approximately the same code rate, which is $R = 0.57$. From Fig. 16, we can see that at a BER of $10^{-3}$, the performance of the BCH codes improves with an increasing codeword length $n$. However, at a high BER or low $E_b/N_0$ value, we can see that the performance of the BCH(7, 4) code is better than that of the BCH(63, 36) and BCH(127, 71) codes, which are stronger channel codes, i.e., because stronger codes have many codewords having a large free distance. At low signal-to-noise ratios, we have bad channel conditions and, hence, the channel might corrupt even those codewords having a large free distance. Once they are corrupted, they produce many erroneous information bits, a phenomenon which results in a poorer BER performance.

In Fig. 15(b), we show the performance of the TC(2, 1, 4) code using the same data and parity bit allocation as in Fig. 15(a). The figure clearly shows that the TC(2, 1, 4) scheme exhibits a better performance for BER values below about 4.7 dB, if the data bits are more strongly protected than the parity bits. It is also seen from the figure that the situation is reversed for BER values above this point. This phenomenon is different from the behavior of the TC(2, 1, 3) scheme, since the crossover point of the curves occurs at a significantly lower BER. The same situation can be observed for the BCH codes characterized in Fig. 16, where we can see that the performance curve of the BCH(127, 71) code crosses the performance curve of the BCH(63, 36) scheme at $E_b/N_0 \approx 4$ dB. This value is lower than the crossover point of the performance curves of the BCH(63, 36) and BCH(7, 4) codes. Hence, the trend is that the crossover point of stronger codes is shifted to right of the figure. Hence, the crossover point of the performance curves of stronger codes will occur at lower BERs and shifted to the right on the $E_b/N_0$ scale. From the above argument, we can speculate also in the context of TC codes that since the TC(2, 1, 4) scheme is a stronger code than the TC(2, 1, 3) arrangement, the crossover point of the associated performance curves for TC(2, 1, 4) is at a lower
BER than that of the TC(2,1,3) code and appears to be shifted to right on the $E_b/N_0$ scale.

Let us now consider the same performance curves in the context of the significantly stronger TC(2,1,5) code in Fig. 15(c). The figure clearly shows that better performance is yielded in the observed range, when the data bits are more strongly protected. Unlike in Fig. 15(a) and (b), there is no visible crossover point in Fig. 15(c). However, judging from the gradient of both curves, if we were to extrapolate the curves in Fig. 15(c), they might cross at BER $\approx 10^{-6}$. The issue of data and parity bit mapping to multilevel modulation schemes was also addressed by Goff et al. [78]. However, the authors only investigated the performance of the TC(2,1,5) code and stated that better performance is achieved by protecting the data bits more strongly. Additionally, we note here that the situation was reversed for the TC(2,1,3) code, where better performance was achieved by protecting the parity bits more strongly.

Hence, from the three subfigures of Fig. 15, we can draw the following conclusions for the mapping of the data and parity bits to the different protection classes of the modulated symbol. For weaker half-rate turbo codes, such as the TC(2, 1, 3) arrangement, it is better to protect the parity bits more strongly. On the other hand, for stronger half-rate turbo codes, such as the TC(2, 1, 4) and TC(2, 1, 5) schemes, better performance is achieved by protecting the data bits more strongly. From our simulation results, we found that the same scenario also applies to turbo codes having code rates lower or higher than half rates, as shown in Table 5. Based on these facts, we continue our investigations into the effect of interleavers in an effort to achieve an improved performance.

2) Turbo Convolutional Codes—Interleaver Effects: In Fig. 7, we have seen that a bit-based channel interleaver is employed for the CC, TC, and TBCH codes. Since our performance results are obtained over uncorrelated Rayleigh fading channels, the purpose of the bit-based interleaver is to disperse bursts of channel errors within a modulated symbol, when it experiences a deep fade. This is vital for TC codes because according to the turbo code structure proposed by Berrou et al. in [38] and [39], at the output of the turbo encoder, a data bit is followed by the parity bits generated for its protection against errors. Therefore, in multilevel modulation schemes a particular modulated symbol could consist of the data bit and its corresponding parity bits generated for its protection. If the symbol experiences a deep fade, the demodulator would provide low-reliability values for both the data bit and the associated parity bits. In conjunction with low-reliability information, the turbo decoder may fail to correct errors induced by the channel. However, we can separate the data bit from the parity bits generated for its protection into different modulation symbols. By doing so, there is a better chance that the demodulator can provide high-reliability parity bits, which are represented by another modulation symbol, even if the data bit experienced a deep fade and vice versa. This will assist the turbo decoder in correcting errors.

More explicitly, the random interleaver shown in Fig. 7 has two different effects on the binary channel codes, namely:

1) it separates the data bit from the parity bits generated for its protection into different modulated symbols;
2) it randomly maps the data and parity bits into different protection classes in multilevel modulation schemes.

The first-level effect of the random interleaver is to improve the performance of the binary channel codecs. In contrast, the second-level effect may have a negative impact on the performance of the channel codecs because the data and parity bits are randomly mapped to different protection classes rather than assigning the more vulnerable bits consistently to the higher integrity protection class.

In order to eliminate the potentially detrimental second effect of the random interleaver, we propose to invoke a so-called random-separation-based interleaver. Explicitly, Fig. 17 shows an example of the random-separation-based interleaving employed. The objective of random-separation-based interleaving is to randomly interleave the bits within the same protection class of the multilevel modulated symbols. If 8PSK modulation is used, 3 BPS are transmitted. Hence, for every 3-bit spaced position, the bits will be randomly interleaved. For example, in Fig. 17, we randomly interleaved the bit positions 0, 3, 6, 9, 12, 15. Similarly, bit positions 1, 4, 7, 10, 13, 16 will be randomly interleaved as well.

In Fig. 18, we investigate the effects of both a random interleaver and those of a random-separation-based interleaver on the performance of the TC(2,1,3) code. The encoding parameters of the TC(2,1,3) code are shown in Table 3. The simulation results were obtained in conjunction with the space–time code $G_2$ using one receiver and 16QAM over uncorrelated Rayleigh fading channels. The performance curves marked by the triangles and diamonds were obtained by protecting the parity bits and data bits more strongly, respectively. Recall that the same performance curves were also shown in Fig. 15(a).

As mentioned earlier, the random interleaver has two different effects on the performance of binary channel codes. It randomly maps the data and parity bits into different protection classes, which might have a negative impact on the performance of the channel codecs. Additionally, it may separate the data bits and parity bits generated for their protection into different modulated symbols, which on the other hand, may improve the performance. In Fig. 18, the random-interleaver-based performance curve is marked by the hearts, which is similar to that of the TC(2,1,3)-coded scheme protecting the parity bits more strongly. This suggests that the above-mentioned positive effect of the random interleaver is more pronounced than the negative effect in the context of the TC(2,1,3)-coded scheme. On the other hand, based on the evidence of Fig. 15(a), the random-separation-based interleaver was ultimately applied in conjunction with the allo-
Fig. 18. Performance comparison between different bit-to-symbol mapping methods for the TC(2, 1, 3) code in conjunction with the space–time code $G_2$ using one receiver and 16QAM over uncorrelated Rayleigh fading channels at an effective throughput of 2 BPS. Encoding parameters of the TC(2, 1, 3) code are shown in Table 3.

The interleaver randomly interleaves the coded bits within the same protection class of a block of transmitted symbols. Therefore, the parity bits remain more protected compared to the data bits and yet they have been randomly interleaved within the set of parity bits. In Fig. 18, the performance of the random-separation-based interleaver, marked by circles, is about 0.5 dB better than that of the TC(2, 1, 3)-coded scheme with the parity bits allocated to protection class I.

Similarly to Fig. 18, Figs. 19 and 20 show the performances of the TC(2, 1, 4) and TC(2, 1, 5) codes, respectively, using different bit-to-symbol mapping methods. All simulation results were obtained in conjunction with the space–time code $G_2$ using one receiver and 16QAM over uncorrelated Rayleigh fading channels. The encoding parameters of the TC(2, 1, 4) and TC(2, 1, 5) codes are shown in Table 3. Unlike Fig. 18, the random-separation-based interleaver was applied in conjunction with the allocation of the data bits, rather than the parity bits to protection class I.

In conclusion, the simulation results presented in this section demonstrate that at a BER of $10^{-5}$, the half-rate turbo codes using a random-separation-based interleaver attain the best performance, albeit for certain schemes only by a small margin. Therefore, in our forthcoming performance comparisons, we will be employing the random-separation-based interleaver in conjunction with the various TC codes.

3) TBCH Codes: Fig. 21 characterizes the performance of the TBCH(32, 26) code in conjunction with different bit-to-symbol mappings to the two protection classes of 8PSK. All simulation results were obtained with the aid of the space–time code $G_2$ using one receiver and 8PSK over uncorrelated Rayleigh fading channels. Again, the encoding parameters of the TBCH(32, 26) code are shown in Tables 3 and 5. The TBCH(32, 26) code was chosen for our investigations because the parity bits of the constituent encoders were not punctured and hence this resulted in a code rate of $R \approx 2/3$. Roughly speaking, for every two data bits, there is one parity bit. Similarly to 16QAM, in the Gray-mapping-assisted 8PSK constellation, there are also two protection classes, depending on the bit position in the 3-bit symbols. In the three bits of the 8PSK constellation, two of the bit positions are more protected than the remaining bit. In Fig. 21, we portray the performance of the TBCH(32, 26) scheme for four different bit-to-symbol...
mapping methods. First, one data bit and one parity bit was mapped to the two better protected 8PSK bit positions. The corresponding BER curve is marked by the triangles in Fig. 21. According to the second method, the data bits were mapped to the two better protected bit positions of the 8PSK symbol. This scenario is marked by the diamonds in Fig. 21. As we can see from the figure, the first mapping method yields a substantial $E_b/N_0$ gain of 1.5 dB at a BER of $10^{-5}$ over the second method. By applying the random-separation-based interleaver of Fig. 17, while still better protecting one of the data bits and the parity bit than the remaining data bits, we disperse the bursty bit errors associated with a transmitted symbol over several BCH codewords of the TBCH code. As shown in Fig. 21, the performance curve marked by the circles shows a slight improvement compared to the above-mentioned first method, although the difference is marginal. Finally, we show the performance of applying random interleaving, which randomly distributes the data and parity bits between the two 8PSK protection classes. It can be seen that the associated performance is worse than that of the first bit-to-symbol mapping method.

Fig. 21 shows that it is better to protect the parity bits more strongly for the TBCH(32, 26) code and a slight further improvement can be achieved by applying a random-separation-based interleaver. More simulation results were obtained in conjunction with the other TBCH codes shown in Tables 3 and 5 with the aid of the space–time code $G_2$ and 64QAM over uncorrelated Rayleigh fading channels. From the simulation results, we have found that all TBCH codes shown in Tables 3 and 5 perform better, if the parity bits are more protected. In general, a slight further improvement can be obtained for TBCH codes, when a random-separation-based interleaver is applied. A possible explanation is that the component encoders of the TBCH codes are BCH encoders, where a block of parity bits is generated by a block of data bits. Hence, every parity bit has an influence on the whole codeword. Moreover, we used high-rate TBCH codes and, hence, there are more data bits compared to the parity bits. Hence, in our forthcoming TBCH comparisons, we will use bit-to-symbol mappers protecting the parity bits better.

4) Convolutional Codes: Let us now investigate the space–time code $G_2$ in conjunction with the half-rate CC CC(2, 1, 9) proposed for UMTS. The CC(2, 1, 9) code is a nonsystematic nonrecursive CC, where the original information bits cannot be explicitly recognized in the encoded sequence. Its associated performance curve is shown in Fig. 22 marked by the triangles. A random interleaver is applied in order to disperse the bursty channel errors and the associated performance curve is marked by the diamonds in Fig. 22. At a BER of $10^{-5}$, there is a performance gain of 2.5 dB if the random interleaver is applied. As a further scheme, we implemented a systematic CC(2, 1, 9) code, which was obtained using a recursive CC [72], [100]. Hence, in this scenario, we have explicitly separable data bits and parity bits. In Fig. 22, the performance curve marked by the circles is obtained by mapping the data bits—rather than the parity bits—of the systematic CC(2, 1, 9) code to protection class I of the associated 16QAM scheme in conjunction with the random-separation-based interleaver of Fig. 17. Explicitly, the data bits rather than the parity bits of the systematic CC(2, 1, 9) code are mapped to protection class I of the associated 16QAM scheme, since for this powerful code, similar performance trends are expected to those experienced for the CC(2, 1, 5). One can see that there is only a marginal performance improvement over the nonsystematic CC(2, 1, 9) code using the random interleaver.

C. Performance Comparison of Various Channel Codecs Using the $G_2$ Space–Time Code and Multilevel Modulation

In this section, we compare the $G_2$ space–time-coded performance of all channel codecs summarized in Table 3. In order to avoid having an excessive number of curves in one figure, only one channel codec will be characterized...
from each group of the CC, TC, TBCH, TCM, and TTCM schemes. The choice of the channel codec considered depends on its performance, complexity, and code rate. Unless otherwise stated, all channel codecs are concatenated with the space–time code \(G_2\) using one receiver. All comparisons are carried out on the basis of the same BPS throughput over uncorrelated Rayleigh fading channels. Let us now briefly discuss in the forthcoming sections how each channel codec is selected from the codec families considered.

1) Comparison of Turbo Convolutional Codes: In Fig. 23, we compare the performance of the half-rate turbo codes \(TC(2, 1, 3)\), \(TC(2, 1, 4)\), and \(TC(2, 1, 5)\), where the encoding parameters are shown in Tables 3 and 5. All simulation results were obtained with the aid of the space–time code \(G_2\) using 16QAM over uncorrelated Rayleigh fading channels. The three performance curves in the figure are the best performance curves chosen from Figs. 20, 19, and 18 for the half-rate codes \(TC(2, 1, 5)\), \(TC(2, 1, 4)\), and \(TC(2, 1, 3)\), respectively. It can be seen from the figure that the performance of the turbo codes improves, when we increase the constraint length of the component codes from three to five. However, this performance gain is obtained at the cost of a higher decoding complexity. At a BER of \(10^{-5}\), the \(TC(2, 1, 4)\) code has an \(E_b/N_0\) improvement of approximately 0.25 dB over the \(TC(2, 1, 3)\) scheme at a penalty of twice the complexity. However, at the cost of the same complexity increment over that of the \(TC(2, 1, 4)\) arrangement, the \(TC(2, 1, 5)\) scheme only achieves a marginal performance gain of 0.1 dB at BER = \(10^{-5}\). Therefore, in our following investigations, only the \(TC(2, 1, 4)\) scheme will be characterized as it exhibits a significant coding gain at a moderate complexity. Furthermore, the \(TC(2, 1, 4)\) code has been adopted by the 3G UTRA mobile communication system [72].

2) Comparison of Different Rate \(TC(2, 1, 4)\) Codes: In their seminal paper on turbo coding [38], [39], Berrou et al. applied alternate puncturing of the parity bits. This results in half-rate turbo codes. Additionally, a range of different puncturing patterns can be applied, which results in different code rates [87]. In Fig. 24, we portray the performance of the punctured \(TC(2, 1, 4)\) code having coding rates of 1/3, 1/2, and 2/3. The associated coding parameters are shown in Tables 3 and 5. Suitable multilevel modulation schemes are chosen so that all systems have the same effective throughput of 2 BPS. Explicitly, 64QAM, 16QAM, and 8PSK are used. All simulation results were obtained with the aid of the space–time code \(G_2\) over uncorrelated Rayleigh fading channels. As expected, from Fig. 24, we can clearly see that the best performance is achieved by the half-rate \(TC(2, 1, 4)\) scheme. At a BER of \(10^{-5}\), the half-rate \(TC(2, 1, 4)\) code achieved a performance gain of approximately 1 dB over the third-rate and the two-third-rate \(TC(2, 1, 4)\) codes. Even though the third-rate \(TC(2, 1, 4)\) code has a higher amount of redundancy than the half-rate \(TC(2, 1, 4)\) scheme, its performance is worse than that of the half-rate \(TC(2, 1, 4)\) arrangement. We speculate that this is because the constellation points in 64 QAM are more densely packed than those of 16QAM. Therefore, they are more prone to errors and hence the extra coding power of the third-rate \(TC(2, 1, 4)\) code is insufficient to correct the extra errors. This results in a poorer performance. On the other hand, there are fewer errors induced by 8PSK, but the two-third-rate \(TC(2, 1, 4)\) code is a weak code due to the puncturing of the parity bits. Again, this results in an inferior performance.

In Fig. 25, we show the performance of the \(TC(2, 1, 4)\) code at coding rates of 1/2 and 3/4. The associated coding parameters are shown in Tables 3 and 5. Again, suitable modulation schemes were chosen so that both systems have the same effective throughput, namely, 3 BPS. All simulation results were obtained with the aid of the space–time code \(G_2\) over uncorrelated Rayleigh fading channels. As compared to Fig. 24, the throughputs of the systems in Fig. 25 have been increased from 2 to 3 BPS. In order to maintain
a high BPS throughput, 64QAM was employed in conjunction with the half-rate TC(2,1,4) code. We can see from the figure that the performance gain of the half-rate TC(2,1,4) code over the three-quarter-rate TC(2,1,4) code has been reduced to only 0.5 dB, as compared to 1 dB over the two-third-rate TC(2,1,4) code characterized in Fig. 24. Moreover, the three-quarter-rate TC(2,1,4) code is weaker than the two-third-rate TC(2,1,4) code, since fewer parity bits are transmitted over the channel. Based on the fact that the performance gain of the half-rate TC(2,1,4) code has been reduced, we surmise that high-rate turbo codes will outperform the half-rate TC(2,1,4) code, if the throughput of the system is increased to 4 BPS or even further, since half-rate codes would require a vulnerable high-order modulation constellation for maintaining a throughput of 4 BPS.

From Figs. 24 and 25, we can see that the best performance is achieved by the half-rate TC(2,1,4) code for an effective throughput of 2 and 3 BPS. However, we are also interested in the system’s performance at higher effective BPS throughputs. Hence, during our later discourse in Section VI-C6, the performance of high-rate TC and TBCH codes will be studied for throughput values in excess of 5 BPS.

3) Convolutional Codes: In Fig. 26, we compare the performances of the G2 space–time-coded nonrecursive half-rate CCs CC(2,1,5), CC(2,1,7), and CC(2,1,9). These schemes were standardized in the GSM [72], [107], DVB [65], and the 3G UTRA systems [1], [72], [109], respectively. The associated coding parameters are shown in Tables 3 and 4. All simulation results were obtained with the aid of the space–time code G2 using QPSK over uncorrelated Rayleigh fading channels. Effective throughput is 1 BPS.

From Fig. 27, we can see that the half-rate TC(2,1,4) code outperforms the other channel codecs. At a BER of $10^{-5}$, the TC(2,1,4) code achieves a gain of approximately 0.5 dB over the TTCM(31,21) scheme at a much lower complexity. At the same BER, the TC(2,1,4) code also outperforms 8PSK-TTCM by approximately 1.5 dB. The poor performance of TTCM might be partially due to using generator polynomials, which are optimum for AWGN channels [80]. However, to date, only limited research has been carried out on finding optimum generator polynomials for TTCM over fading channels [110].

In Fig. 27, we also characterize the performance of the CC(2,1,9) and 8PSK-TCM schemes. The figure clearly demonstrates that the invention of turbo codes invoked in our TC, TBCH, and TTCM G2-coded schemes, resulted in
substantial improvements over the conventional $G_2$-coded channel codecs, such as the CC and TCM schemes considered. At a BER of $10^{-5}$, the TC(2,1,4) code outperforms the CC(2,1,9) and 8PSK-TCM arrangements by approximately 3.0 and 7.5 dB, respectively.

5) $G_2$-Coded Channel Codec Comparison—Throughput of 3 BPS: In Fig. 28, we portray the performances of various channel codecs belonging to the CC, TC, TBCH, TCM, and TTCM codec families on the basis of a constant throughput of 3 BPS, regardless of their coding rates. The associated coding parameters are shown in Tables 3–5. The simulation results were obtained with the aid of the space–time code over uncorrelated Rayleigh fading channels.

From Fig. 28, we can infer a few interesting points. As mentioned earlier, the half-rate TC(2,1,4) code suffers from the effects of puncturing as we increase the throughput of the system. In order to maintain a throughput of 3 BPS, 64QAM has to be employed in the systems using the half-rate TC(2,1,4) code. The rather vulnerable 64QAM modulation scheme appears to overstretch the coding power of the half-rate TC(2,1,4) code attempting to saturate the available channel capacity. At a BER of $10^{-5}$, there is no obvious performance gain over the TBCH(31,26)/16QAM and 16QAM-TTCM schemes. Hence, we have reasons to postulate that if the throughput of the system is increased beyond 3-BPS high-rate turbo codes should be employed for improving the performance, rather than invoking a higher throughput modulation scheme.

6) Comparison of $G_2$-Coded High-Rate TC and TBCH Codes: In the previous section, we have shown that at the BER of $10^{-5}$, the required $E_b/N_0$ is increased by about 2.5 dB for the half-rate turbo code TC(2,1,4), as the throughput of the system is increased from 2 to 3 BPS. A range of schemes having a throughput in excess of 5 BPS is characterized in Fig. 29. Specifically, the figure shows the performance of high-rate TC and TBCH codes concatenated with the space–time code $G_2$ employing 64QAM over uncorrelated Rayleigh fading channels. The parameters of the TC and TBCH codes used are shown in Tables 3 and 5. The performance of half-rate turbo codes along with such a high throughput is not shown because a modulation scheme having at least 1024 constellation points would be needed, which is practically infeasible over nonstationary wireless channels. Moreover, the turbo codes often would be overloaded by errors induced by the densely packed constellation points.

In Fig. 29, we can clearly see that there is not much difference in performance terms between the high-rate TC(2,1,4) and TBCH codes employed, although the TBCH codes exhibit marginal gains. This gain is achieved at a cost of high decoding complexity, as evidenced by Table 6. The slight performance improvement of the TBCH(31,26) code over the three-quarter-rate TC(2,1,4) scheme is probably due to its slightly lower code rate of $R = 0.72$, compared to the...
Fig. 30. Performance comparison between high-rate TCs and CCs concatenated with the space–time code $G_2$ employing 64QAM over uncorrelated Rayleigh fading channels. Parameters of the TC and CC codes are shown in Tables 3–5.

rate of $R = 0.75$ associated with the TC$(2, 1, 4)$ code. It is important to note that all BCH component codes used in the TBCH codes have a minimum distance $d_{\text{min}}$ of three. We speculate that the performance of the TBCH codes might improve, if $d_{\text{min}}$ is increased to five. However, due to the associated complexity, we will refrain from employing BCH component codes in the TBCH schemes studied.

7) Comparison of High-Rate TC and Convolutional Codes: In Fig. 30, we compare the performance of the high-rate punctured TC$(2, 1, 4)$ and CC$(2, 1, 7)$ codes concatenated with the space–time code $G_2$ employing 64QAM over uncorrelated Rayleigh fading channels. The puncturing patterns employed for the CC$(2, 1, 7)$ scheme were proposed in the DVB standard [65]. The parameters of the TC$(2, 1, 4)$ and CC$(2, 1, 7)$ codes are shown in Tables 3–5. From the figure, we can see that both high-rate TC$(2, 1, 4)$ codes outperform their equivalent rate CC$(2, 1, 7)$ counterparts by about 2 dB at a BER of $10^{-5}$, while maintaining a similar estimated decoding complexity, as evidenced by Table 6. This fact indicates that at a given tolerable complexity, better BER performance can be attained by an iterative turbo decoder. These findings motivated the investigations of our next section, where the performance of the various schemes is studied in the context of the achievable coding gain versus the estimated decoding complexity.

D. Coding Gain Versus Complexity

In Section V-C, we have estimated the various channel decoders’ complexity based on a few simplifying assumptions. All the complexities estimated in our forthcoming discourse were calculated based on (36)–(44). Again, our performance comparison of the channel codes was made on the basis of the coding gain defined as the $E_b/N_0$ difference, expressed in decibels, at BER $= 10^{-5}$ between the various channel-coded and uncoded systems having the same throughput, while using the space–time code $G_2$.

Fig. 31. Coding gain versus (a) the number iterations and (b) estimated complexity for the TC$(2, 1, 3)$, TC$(2, 1, 4)$, and TC$(2, 1, 5)$ codes, where the coding parameters are shown in Tables 3, 5, and 6. All simulation results were obtained upon employing the space–time code $G_2$ using one receiver and 64QAM over uncorrelated Rayleigh fading channels at an effective throughput of 3 BPS.

1) Complexity Comparison of Turbo Convolutional Codes: Fig. 31(a) shows the coding gain versus the number of iterations and Fig. 31(b) the coding gain versus estimated complexity for the TC$(2, 1, 3)$, TC$(2, 1, 4)$, and TC$(2, 1, 5)$ codes, where the coding parameters used are shown in Tables 3, 5, and 6. All simulation results were obtained upon employing the space–time code $G_2$ using one receiver and 64QAM over uncorrelated Rayleigh fading channels at an effective throughput of 3 BPS. We can see from Fig. 31(a) that there is a substantial performance improvement of approximately 3–4 dB between the first and second turbo decoding iteration. However, further coding gain improvements become smaller, as the number of iterations increases. It can be seen from the figure that the performance of turbo codes does not significantly improve after eight iterations, as indicated by the rather flat coding gain curve. Fig. 31(a) also shows that as we increase the constraint length $K$ of the turbo codes from three to five, the associated performance improves.

In Fig. 31(b), the coding gains of the various turbo codes using different number of iterations are compared on the basis of their estimated complexity. This is necessary, since we have seen in Section V-C that the estimated complexity of turbo codes depends exponentially on the constraint
length $K$, but only linearly on the number of iterations. From Fig. 31(b), we can see that the estimated complexity of the TC(2, 1, 5) code ranges from approximately 200 to 2000 when using one to ten iterations. On the other hand, the estimated complexity of the TC(2, 1, 3) scheme ranges only from approximately 50 to 500, requiring one to ten iterations. This clearly shows that the estimated complexity of the turbo codes is dominated by the constraint length $K$. From Fig. 31(b) also shows that the coding gain curve of the TC(2, 1, 3) code saturates faster, which is demonstrated by the steep increase in coding gain as the estimated complexity increases. For achieving the same coding gain of 19 dB, we can see that the TC(2, 1, 3) scheme requires the lowest estimated complexity. It requires two to three times higher computational power for the TC(2, 1, 5) code to achieve the above-mentioned coding gain of 19 dB.

2) Complexity Comparison of Channel Codes: In the previous section, we compared the coding gain versus estimated complexity of the G2-coded turbo schemes TC(2, 1, 3), TC(2, 1, 4), and TC(2, 1, 5). Here, we compare the TC(2, 1, 4) arrangement that fared best amongst them to the CC(2, 1, 9) code and to the TBCH(32, 26)/8PSK as well as to the TTCM-8PSK arrangements, representing the other codec families studied. Specifically, Fig. 32 shows the coding gain versus estimated complexity for the CC(2, 1, K), TC(2, 1, 4), TBCH(32, 26), and TTCM-8PSK schemes, where the associated parameters are shown in Tables 3–6. All simulation results were obtained upon employing space–time code $G_2$ using one receiver over uncorrelated Rayleigh fading channels at an effective throughput of 2 BPS.

Increased estimated complexity. The generator polynomials of the CC(2, 1, K) codec, where $K = 3\cdots 10$, are given in [100] and they define the corresponding maximum–minimum free distance of the codes. From Fig. 32, we can see that there is a steep increase in the coding gain achieved by the TC(2, 1, 4) code, as the estimated complexity is increased. Moreover, the TC(2, 1, 4) scheme asymptotically achieves a maximum coding gain of approximately 20 dB. At a low estimated complexity of approximately 200, the TC(2, 1, 4) code attains a coding gain of approximately 18 dB, which exceeds that of the other channel codes studied. The TBCH(32, 26) arrangement is the least attractive one, since a major complexity is incurred when aiming for a high coding gain.

In contrast to the 2 BPS schemes of Fig. 32, Fig. 33 shows the corresponding coding gain versus estimated complexity curves for the CC(2, 1, K), TC(2, 1, 4), TBCH(31, 26), and TTCM-16QAM 3 BPS arrangements, where the coding parameters are shown in Tables 3–6. Again, all simulation results were obtained upon employing the space–time code $G_2$ using one receiver over uncorrelated Rayleigh fading channels at an effective throughput of 3 BPS. As before, the increased estimated complexity of the turbo schemes is incurred by increasing the number of iterations from one to ten. For the CCs, the constraint length $K$ is varied from three to ten. Similarly to Fig. 32, the TC(2, 1, 4) scheme achieves a considerable coding gain at a relatively low estimated complexity. For example, in order to achieve a coding gain of 18 dB, the TTCM and TBCH(31, 26) arrangements would require approximately three and four times higher computational power compared to the TC(2, 1, 4) code.

From Figs. 32 and 33, we can clearly see that turbo codes are the most attractive one of all the channel codes studied in conjunction with the space–time code $G_2$, offering an impressive coding gain at a moderate estimated decoding complexity. In Fig. 34, we show the $E_b/N_0$ value required for
maintaining \( \text{BER} = 10^{-5} \) versus the effective throughput BPS for the STB code \( G_2 \) concatenated with the TC\((2, 1, 4)\) code, where the coding parameters are shown in Tables 3, 5, and 6. All simulation results were obtained upon employing space–time code \( G_2 \) using one receiver over uncorrelated Rayleigh fading channels.

E. Comparative Study of Concatenated Turbo-Coded and STB-Coded as Well as STT-Coded OFDM for Transmission Over Wide-Band Channels

In Section VI-C, we found that for transmission over uncorrelated Rayleigh channels the half-rate TC was the highest gain channel coder when concatenated with the space–time code \( G_2 \). In this section, we further our comparative investigations by comparing the performance of the TC-coded STB code \( G_2 \) with STT codes in the context of OFDM [101], when transmitting over wide-band channels. Conventionally, RS codes are also employed in conjunction with STT codes for improving the performance of the system [98], which will be also invoked in our study. The employment of OFDM facilitated space–time-coded transmissions over wide-band channels, since OFDM maps the high-rate serial bitstream to a high number of low-rate subchannels transmitted in parallel. Hence, each subchannel becomes nondispersive.

1) System Overview: Fig. 35 shows the schematic of the system. At the transmitter, the information source generates random information data bits. The information bits are then encoded by TC\((2, 1, 3)\) codes, RS codes, or left uncoded. Only the TC\((2, 1, 3)\)-coded bits are channel interleaved and the output bits are then passed to the STT or STB encoder [98] of Fig. 35. We will investigate the STT codes proposed in [13]. The modulation schemes employed were 4-level phase shift keying (4PSK) as well as 8PSK. On the other hand, from the family of STB codes, only Alamouti’s \( G_2 \) code is employed in this system, since again we have shown in Sections VI-A and VI-C that the best performance is achieved by concatenating the STB code \( G_2 \) with TC\((2, 1, 3)\) codes. In order to achieve high throughputs, 16QAM can be employed [101]. Gray mapping of the bits to symbols was applied and this resulted in different integrity protection classes in higher order modulation schemes [101]. The output of the space–time encoder was then OFDM [101] modulated with the aid of the inverse fast fourier transform blocks of Fig. 35 and transmitted by the corresponding antenna. The number of transmit antennas was fixed to two, while the number of receive antennas constituted a design parameter. Dispersive wide-band channels were used and the associated channels’ profiles will be discussed at a later stage.

At the receiver, the signal of each receive antenna is OFDM demodulated. The demodulated signals of the receiver antennas are then fed to the STT or STB decoder. The space–time decoders apply the Log-MAP [75], [102] decoding algorithms for providing soft outputs for the channel decoders. If no channel codecs are employed in the system, the space–time decoders apply the VA [13], which gives a slightly lower performance compared to the MAP decoder, but at a lower complexity. The decoded bits are finally passed to the sink, as seen in Fig. 35, for the calculation of the BER or frame error ratio (FER).

2) Space–Time and Channel Codec Parameters: In Fig. 35, we have given an overview of the proposed system. In this section, we present the parameters of the STT codes and the channel codecs employed in the proposed system. We will employ the set of various STT codes proposed in [13]. The associated STT coding parameters are summarized in Table 8.
Again, in this system, we will concentrate on using the simple half-rate TC(2, 1, 3) code. Its associated parameters are shown in Table 3. As seen in Table 9, in conjunction with the half-rate TC(2, 1, 3) code, a higher order bit/symbol modulation scheme namely 16QAM was chosen, so that the effective 2 BPS throughput of the system remained the same as that of the system employing the 2-BPS STT codes without additional channel coding. It is widely recognized that the performance of TC codes improves upon increasing the turbo interleaver size and near-Shannonian performance can be achieved using large interleaver sizes exceeding 10,000 bits. However, this performance gain is achieved at the cost of high latency, which is impractical in a delay-sensitive real-time system. On the other hand, STT codes offer impressive coding gains [13] at low latency. The decoding of the STT codes is carried out on a transmission burst-by-burst basis. In order to make a fair comparison between the systems investigated, the turbo interleaver size was chosen such that all the coded bits of a specific interleaved block were hosted by one transmission burst. This enables burst-by-burst turbo decoding at the receiver.

In Table 9, we summarized the interleaver sizes used in the proposed system. Again, the random-separation-based channel interleaver of Section VI-B was used. The mapping of the data bits and parity bits into different protection classes of the higher order modulation scheme [101] was carried out such that the best possible performance was attained. Following the rationale of [98], RS codes [101] were employed in conjunction with the STT codes. Hard-decision RS decoding was utilized and the coding parameters of the RS codes employed are summarized in Table 10.

3) STB Codes Versus STT Codes: In this section, we provide simulation results for space–time-coded OFDM [101] schemes using 128 subcarriers. Each OFDM symbol has a symbol duration of 160 μs and a cyclic prefix of 40 μs duration. In these simulations, the Jakes model was adopted for modeling the fading channels. We assume an equal-power two-path CIR, where the CIR taps are separated by a delay spread of 5 μs. The maximum Doppler frequency was 200 Hz. All multipath components undergo independent Rayleigh fading and the receiver has a perfect knowledge of the CIR.

In Fig. 36, we show our FER performance comparison between the various 2 BPS effective throughput schemes, namely, the 4PSK STT codes employing no channel coding and the STB code \( G_2 \) concatenated with the TC(2, 1, 3) code and the 16-state 8PSK STT code concatenated with the RS(63, 42) code over GF(2^5) using one receiver and the 128-subcarrier OFDM modem. Again, since the TC(2, 1, 3) code is a half-rate code and hence 16QAM was employed for absorbing its parity bits, in order to support the same 2-BPS effective throughput as the 4PSK STT codes using no channel codes. Similarly, the RS(63, 42) code has a coding rate of about two-thirds and, hence, the 16-state 8PSK STT code was employed for maintaining a similar effective throughput of 2 BPS. We can clearly see that at FER = 10^{-3}, the performance of the TC(2, 1, 3)/\( G_2 \) concatenated scheme is at least 7 dB better than that of the 4PSK STT codes. The concatenation of the 16-state 8PSK STT code and the RS(63, 42) code improves the performance and outperforms the 4PSK STT codes. However, its performance is still inferior to that of the TC(2, 1, 3)/\( G_2 \) scheme.

Here, we will address the implementational complexity issues of the proposed system. We will, however, focus mainly on the relative complexity of the proposed systems rather than attempting to quantify their exact complexity. In order to simplify our comparative study, several assumptions were
stipulated. In our simplified approach, the estimated complexity of the system is deemed to depend only on that of the STT decoder and turbo decoder. In other words, the complexity associated with the modulator, demodulator, STB encoder and decoder, as well as that of the STT encoder and decoder are assumed to be insignificant compared to the complexity of STT decoder and turbo decoder.

The estimated complexity of the turbo decoder was given in (37). On the other hand, from the state diagrams shown in [13], we can see that the number of trellis transitions leaving each trellis state is equivalent to $2^{\text{BPS}}$, where again, BPS denotes the number of transmitted bits per modulation symbol. Since the number of information bits is equal to BPS, we can approximate the complexity of the STT decoder as

$$\text{comp}(\text{STT}) = \frac{2^{\text{BPS}} \times N_o \text{ of States}}{\text{BPS}}. \quad (51)$$

By employing (37) and (51), we compare the performance of the proposed schemes by considering their approximate complexity. Our performance comparison of the various schemes in Fig. 37 was carried out on the basis of the coding gain defined as the $E_b/N_0$ difference, expressed in decibels (dB), at FER $= 10^{-3}$ between the proposed schemes and the uncoded single-transmitter single-receiver system having the same effective throughput of 2 BPS.

Specifically, in Fig. 37, we show our coding gain versus estimated complexity comparison for the various 4PSK STT codes and for the STB code $G_2$ concatenated with the TO(2, 1, 3) code using one as well as two receivers. Again, the 128-subcarrier OFDM modem was transmitting over a channel having a CIR characterized by two equal-power rays separated by a delay spread of 5 μs. Maximum Doppler frequency was 200 Hz. Effective throughput was 2 BPS and the coding parameters are shown in Tables 3, 8, and 9.

VII. CONCLUSION

State-of-the-art transmission schemes based on multiple transmitters and receivers were reviewed in Section I, while the history of channel coding was summarized in Section II. These discussions were followed by a rudimentary introduction to the MRC [23] technique, using a simple example in Section III-A. STB codes were introduced in Section IV, employing the unity-rate space–time code $G_2$. In Sections IV-A1 and IV-A2, two examples of employing the space–time code $G_2$ were provided using one and two receivers, respectively. The transmission matrix of a range of different-rate space–time codes, namely, that of the codes $G_3$, $G_4$, $H_3$, and $H_4$ of Table 2 were also given.

In Section V, we proposed a system that consists of the concatenation of the above-mentioned STB codes and a range of different channel codes. The channel coding schemes investigated were CCs, TC codes, TBCH codes, TCM, and TTCM. The estimated complexity and memory requirement of the channel decoders were compared in Section V-C.

Finally, we presented our simulation results in Section VI, which were divided into four categories. In Section VI-A, we first compared the performance results of the space–time codes $G_2$, $G_3$, $G_4$, $H_3$, and $H_4$ without using channel codes. It was found that as we increased the effective throughput of the system, the performance of the half-rate space–time codes $G_3$ and $G_4$ degraded in comparison to that of the unity rate space–time code $G_2$. This was because higher modulation schemes had to be employed in conjunction with the half-rate space–time codes $G_3$ and $G_4$ in order to maintain the same effective throughput; these are more prone to errors and, hence, the performance of the system degrades. On the other hand, on the basis of maintaining the same diversity gain and same effective throughput, we found that the performance of the space–time codes $H_3$ and $H_4$ was better than that of the space–time codes $G_3$ and $G_4$, respectively. Since the space–time code $G_2$ has a code rate of unity, we were able to concatenate it with half-rate TC codes, while maintaining the same effective throughput, as the half-rate space–time code without channel coding.

Hence, for the same effective throughput, the unity-rate $G_2$ space–time-coded and half-rate channel-coded scheme provided substantial performance improvement over the three-quarter rate space–time code $H_3$ and half-rate space–time code $G_4$, which were unable to benefit from
channel coding. We concluded that the reduction in coding rate was best invested in turbo channel codes, rather than STB codes. Therefore, all channel codes studied were concatenated with the unity-rate space–time code $G_2$ only.

In the second category of our investigations in Section VI-B, we studied the effect of the binary channel codes’ data and parity bits mapped into different protection classes of multilevel modulation schemes. It was found that TC codes having different constraint lengths $K$ require different mapping methods. By contrast, in the TBCH codes studied mapping of the parity bits to the higher integrity protection class of a multilevel modulation scheme yielded a better performance. The so-called random-separation-based interleaver was proposed in order to improve the performance of the system.

The third set of results compared the performances of all proposed channel codes in conjunction with the space–time code $G_2$. In order to avoid confusion, we only selected one channel code from each group of channel codes in Table 3. Specifically, only half-rate TC codes were studied, as they gave better coding gain performance compared to other TC codes having lower and higher rates. It was found that the performance of the half-rate TC codes was better than that of the CC, TBCH, TCM, and TTCM codes. Then, we compared the performance of high-rate TC codes with high-rate TBCH codes in conjunction with 64QAM. It was found that the TBCH codes provided a slight performance improvement over high-rate TC codes, but at the cost of high complexity. The discussions of the section were concluded by comparing the concatenated $G_2$ space–time–coded channel codes upon taking their estimated complexity into consideration. The half-rate TC codes give the best coding gain at a moderate estimated complexity.

Finally, we probed further by comparing the performances of the TC-coded STB code $G_2$ with STT codes. Again, we found that the TC-coded STB code $G_2$ outperformed the STT codes considered at a comparable complexity. Finally, we conclude that the concatenation of the STB code $G_2$ with TC codes provided the highest coding gain in the scenarios considered at a comparable complexity.

In conclusion, with the invention of turbo codes, the predictions of Shannon have been asymptotically approached. With the advent of space–time codes, the past 50 years of coding research has reached a state of maturity, where attractive coding schemes can be designed specifically for wireless channels. Hence, the challenge for coding researchers is now to achieve a performance close to the capacity of the wireless channel. No doubt that at the current pace of research, this will happen in a fraction of 50 years.
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SYSTEM MODEL

- MIMO channel with \( t \) transmit and \( r \) receive antennas
- Fading constant over \( N \) symbol intervals
- Independent Rayleigh fading channel
- Perfect CSI at receiver
SYSTEM MODEL

\[ Y = H X + Z \]

\( (r \times N) \quad (r \times t \times N) \quad (r \times N) \)

\( H(i, j) \sim \mathcal{N}(0, 1) \text{ i.i.d.} \)

\( Z(i, j) \sim \mathcal{N}(0, N_0) \text{ i.i.d.} \)

\( \mu(X) = \|Y - HX\|^2 \)

INTRODUCING AN INTERLEAVER

Pairwise error probability with ML detection:

\[ P(X \rightarrow \hat{X}) = \mathbb{E} \left( \frac{||H\Delta||}{\sqrt{2N_0}} \right) = \mathbb{E} Q \left( \sqrt{\text{Tr} \left( H^\dagger H\Delta\Delta^\dagger \right)} \frac{1}{2N_0} \right) \]
INTRODUCING AN INTERLEAVER

\[ \text{Tr} \left( H^H H \Delta A^4 \right) = \sum_{i=1}^{r} \sum_{j=1}^{r} \Delta_i \Delta_j^H b_i^H b_i = \sum_{i} \| b_i \|^2 \| \Delta_i \|^2 + \sum_{i \neq j} \| \Delta_i \Delta_j^H b_i b_i \| \]

Spatial interference

INTRODUCING AN INTERLEAVER

OPTIONS FOR REMOVING $\xi_1$:

- $r \to \infty$
INTRODUCING AN INTERLEAVER

OPTIONS FOR REMOVING $\xi_1$:

• $r \to \infty$
• Alamouti-type coding

INTRODUCING AN INTERLEAVER

OPTIONS FOR REMOVING $\xi_1$:

• $r \to \infty$
• Alamouti-type coding
• Introducing a row-interleaver
INTRODUCING AN INTERLEAVER

A random row interleaver yields

\[ \mathbb{E} \xi^T_1 = 0 \]
\[ \mathbb{E} |\xi^T_1|^2 = O(1/N) \]

LINEAR INTERFACES

\[ \mathbf{Y} \rightarrow \mathbf{A} \rightarrow \mathbf{\hat{Y}} = A\mathbf{Y} \]

Metric used:

\[ ||\mathbf{\hat{Y}} - \mathbf{X}||^2 \]
**ZERO-FORCING INTERFACE**

\[ H^+ Y = X + H^+ Z \]

*H* \(^+\) is the Moore-Penrose pseudoinverse of *H*

(here spatial interference is removed from received signal)

---

**MMSE interface**

Instead of removing the spatial interference (and enhancing the noise) this interface minimizes the joint effects of interference and noise
ML interface

\( r \to \infty, \ t \ finite \quad P(x \to \hat{x}) = Q \left( \frac{||x - \hat{x}||}{\sqrt{2N_0}} \right) \)

ML interface

\( r \to \infty, \ t \to \infty, \ t/r \to \alpha \quad P(x \to \hat{x}) = Q \left( \frac{||x - \hat{x}||}{\sqrt{2N_0}} \right) \)

ZF interface

\( r \to \infty, \ t \ finite \quad P(x \to \hat{x}) = Q \left( \frac{||x - \hat{x}||}{\sqrt{2N_0}} \right) \)

ZF interface

\( r \to \infty, \ t \to \infty, \ t/r \to \alpha \quad P(x \to \hat{x}) = Q \left( \sqrt{1 - \alpha} \frac{||x - \hat{x}||}{\sqrt{2N_0}} \right) \)
LINEAR INTERFACES

As \( r \to \infty \) (\( t \) is finite) these linear interfaces approach the performance of the ML interface
NONLINEAR INTERFACE

\[ \tilde{Y} = GY - LX \]

L has zero diagonal elements

L strictly upper triangular: \( t \) iterations \( \Rightarrow \) BLAST
L with zero diagonal elements \( \Rightarrow \) ITERATIVE RECEIVER
Use a soft estimate of the transmitted code word $X$ in the form

$$\tilde{Y} = GY - L\tilde{X}$$

$L = \begin{bmatrix}
0 & x & x \\
0 & 0 & x \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}$

**BLAST algorithm: step 1**

$$(\tilde{Y})_t = (GY)_t$$

$$\Rightarrow (\tilde{X})_t$$
BLAST algorithm: step 1

\[
\begin{align*}
(\tilde{Y})_t &= (GY)_t \\
(\tilde{Y})_{t-1} &= (GY)_{t-1} - [L]_{t-1,t}(\tilde{X})_t \\
(\tilde{Y})_{t-2} &= (GY)_{t-2} - [L]_{t-2,t}(\tilde{X})_t - [L]_{t-2,t-1}(\tilde{X})_{t-1} \\
&\Rightarrow (\tilde{X})_t, (\tilde{X})_{t-1}, (\tilde{X})_{t-2}
\end{align*}
\]
BLAST algorithm: step 1

\[
\begin{align*}
(Y)_t &= (GY)_t \\
(Y)_{t-1} &= (GY)_{t-1} - (L)_{t-1, t}(\hat{X})_t \\
(Y)_{t-2} &= (GY)_{t-2} - (L)_{t-2, t}(\hat{X})_t - (L)_{t-2, t-1}(\hat{X})_{t-1} \\
&\vdots \\
(Y)_1 &= (GY)_1 - (L)_{1, t}(\hat{X})_t - \ldots - (L)_{1, 2}(\hat{X})_2 \\
&\Rightarrow (\hat{X})_t
\end{align*}
\]

BLAST algorithm: step 2

\[
\operatorname{arg\ min}_X \|Y - X\|^2
\]
ZF BLAST

\[ \tilde{Y} = G Y - L \tilde{X} \]

\[
\begin{align*}
G &= \text{diag}^{-1}(R) Q^\dagger \\
L &= \text{diag}^{-1}(R) R - I_i \\
H &= QR
\end{align*}
\]

ZF BLAST

\[ \tilde{Y} = X \quad \text{(useful term)} \\ + \quad [\text{diag}^{-1}(R) R - I_i](X - \tilde{X}) \quad \text{(interference)} \\ + \quad \text{diag}^{-1}(R) Q^\dagger Z \quad \text{(colored noise)} \]
MMSE BLAST

\[
\tilde{Y} = GY - L\tilde{X}
\]

\[
\begin{align*}
G &= \text{diag}^{-1}(S)S^{-1}H^+ \\
L &= \text{diag}^{-1}(S)S - I_t \\
H^+H + \delta_sI_t &= S^tS
\end{align*}
\]

MMSE BLAST

\[
\tilde{Y} = (I_t - \text{diag}^{-1}(S)S^{-1}H^+)X \quad \text{(biased useful term)}
\]
\[
+ [\text{diag}^{-1}(S)S - I_t](X - \hat{X}) \quad \text{(interference)}
\]
\[
+ \text{diag}^{-1}(S)S^{-1}H^+Z \quad \text{(colored noise)}
\]
**NONLINEAR ITERATIVE INTERFACE**

- **\( \hat{Y} \)**
- **\( \hat{Y}^{(k)} \)**
- **\( W^{(k)} \)**
- **\( L \)**
- **decoder**

L has zero diagonal elements:

\[
L = AH - \text{diag}(AH)
\]

**NONLINEAR ITERATIVE INTERFACE**

**estimate of spatial interference:**

\[
W^{(k)} = (AH - \text{diag}(AH))\hat{X}^{(a)}
\]

Here \( \hat{X}^{(k)} \) is the decoded word at iteration \( k \), computed by minimizing the metric \( \| \hat{Y}^{(k)} - X \|^2 \), where

\[
\hat{Y}^{(k+1)} = \hat{Y} - W^{(k)}
\]

\[
= \hat{Y} - (AH - \text{diag}(AH))\hat{X}^{(k)}
\]

and for \( k = 0 \) we define \( \hat{X}^{(0)} \triangleq 0 \). It can be easily seen that, if decoding is perfect (that is, if \( \hat{X}^{(k)} = X \) for some \( k \)), then

\[
\hat{Y}^{(k)} = \text{diag}(AH)X + AZ
\]
CODING FOR NONLINEAR INTERFACES

**vertical coding:**
- coded symbols are spread across TX antennas

**horizontal coding:**
- each TX antenna is encoded separately
CODING FOR NONLINEAR INTERFACES

vertical coding:
no preliminary decisions available
to increase the reliability of symbols
detected and used for cancellation

horizontal coding:
interference cancellation
is limited by the weakest code
CODING FOR NONLINEAR Interfaces

horizontal + vertical coding:
each TX antenna transmits
a subcode of a larger code

SIMULATION RESULTS

\[ X = \sqrt{E_s} \begin{bmatrix} (-1)^c_1 & (-1)^c_3 & (-1)^c_5 & (-1)^c_7 \\ (-1)^c_2 & (-1)^c_4 & (-1)^c_6 & (-1)^c_8 \end{bmatrix} \]

(8,4,4) Extended Hamming code
TOPICS FOR FURTHER INVESTIGATION

Actual applications of MIMO will occur in multiuser environment. Assess performance in the presence of MAI.
Wireless Channels

$y_i = H_i x_i + n_i$ (1)

- Fading
- Wideband
- Multiuser
- Multiantenna

Sergio Verdú

New Asymptotic Methods for the Analysis of Wireless Channels

Department of Electrical Engineering, Princeton

Wireless Communications 2003

1st International Workshop on Signal Processing for Wireless Channels

CDMA Channel Model

\[ H = SA \]

- A is a \( K \times K \) diagonal matrix of complex fading amplitudes.
- \( s_k \) is i.i.d. equiprobable on \( \{ -1, 1 \} \).
- The signature vector of the \( k \)th user:
  \[
  [s_k | \cdots | s_k] = S \]
- Spreading gain = \( N \).
- Number of users = \( M \).

Signal Space with \( N \) dimensions. (\( N \) proportional to bandwidth)
Multiantenna Channels

$N$ = number of receiving antennas
$K$ = number of transmitting antennas
$H$ = propagation matrix:
$N \times K$ complex matrix whose random coefficients are Gaussian (independent if the antennas are sufficiently far apart)

Equivalent to special case of CDMA channel with:

No Fading:

$A = I_K$ (number of users) = number of transmitting antennas
$\alpha = I_N$ (spreading gain) = number of receiving antennas

Multiantenna Channel. Cont.
Multiantenna Channel with Antenna Correlation

Entries of propagation matrix $H$ are still Gaussian but no longer independent, due to proximity of antenna elements within each array. Modelled by:

$$E[|H_{ik}|^2] = \Xi_{Rij} \Xi_{Tkl}$$

where $\Xi_R$ and $\Xi_T$ are positive definite Hermitian matrices.

(1) $T \cdots I = J$

(2) $\begin{bmatrix} \mathbf{S} & \cdots & \mathbf{S} \end{bmatrix} = H$

$L$-user CDMA with $L$ receiving antennas

$K$-user CDMA with $K$ transmitting antennas

Multiantenna Channel with Antenna Correlation

Modeling the correlation at receiver and transmitter arrays, where the positive definite Hermitian matrices:

$$\Xi^\text{y} = \Xi^\text{y} = \left[|H^\text{y}H|^\text{y}\right]$$

are still Gaussian but no longer independent, due to proximity of antenna elements within each array.
Multicarrier-CDMA + frequency selective fading

The matrix $H$ incorporates both the spreading and the frequency-selective fading.

Random Precoding Diversity

\[
\mathbf{W} \mathbf{W}^\dagger = \mathbf{I}
\]

\[
\mathbf{W} \mathbf{W}^\dagger = \mathbf{I}
\]

\[
\mathbf{W} \mathbf{W}^\dagger = \mathbf{I}
\]

\[
\mathbf{H} = \mathbf{A} \mathbf{W}
\]

\[
\mathbf{A} \text{ is } N \times N \text{ diagonal with iid diagonal elements,}
\]

\[
\mathbf{W} \text{ is } N \times K \text{ isometric: Haar distributed = uniform distribution on unitary matrices}
\]

\[
\mathbf{V} \text{ is } N \times N \text{ diagonal with iid diagonal elements,}
\]

\[
\mathbf{H} \mathbf{A} \mathbf{W} = \mathbf{H}
\]

\[
\mathbf{H} \mathbf{W} = \mathbf{H}
\]

\[
\mathbf{W} \mathbf{W}^\dagger = \mathbf{I}
\]

\[
\mathbf{W} \mathbf{W}^\dagger = \mathbf{I}
\]

\[
\mathbf{W} \mathbf{W}^\dagger = \mathbf{I}
\]

\[
\mathbf{W} \mathbf{W}^\dagger = \mathbf{I}
\]

\[
\mathbf{W} \mathbf{W}^\dagger = \mathbf{I}
\]

\[
\mathbf{H} = \mathbf{A} \mathbf{W}
\]

\[
\mathbf{A} \text{ is } N \times N \text{ diagonal with iid diagonal elements,}
\]

\[
\mathbf{W} \mathbf{W}^\dagger = \mathbf{I}
\]

\[
\mathbf{W} \mathbf{W}^\dagger = \mathbf{I}
\]

\[
\mathbf{W} \mathbf{W}^\dagger = \mathbf{I}
\]

\[
\mathbf{W} \mathbf{W}^\dagger = \mathbf{I}
\]
Multiantenna with Progressive Scattering

\[ H = H_1 H_2 \cdots H_\ell \]

The Role of Singular Values: Capacity

\[ \log \det (I + SNR H H^\dagger) = \sum_{i=1}^{N} \log (1 + SNR \lambda_i (H H^\dagger)) \]

\[ = \int_{0}^{\infty} \log (1 + SNR x) dF_{N H H^\dagger}(x) \]

\[ = \sum_{i=1}^{N} \log \det (I + SNR H H^\dagger) \]

Hole of Singular Values: Capacity

\[ \{ x \geq (HH)^\dagger \} \implies \sum_{i=1}^{N} \log \det (I + SNR H H^\dagger) \]

Induced

\[ H \cdots H H^\dagger = H \]
Asymptotic Analysis with Large Matrices

Role of Singular Values: MMSE

\[
\begin{align*}
\frac{Y}{Y-N} - (x) \int_{\frac{Y}{N}}^{\infty} \frac{x}{x+N} \, dx = & \\
\int_{0}^{\infty} \frac{Y}{N} \\
\int_{1}^{\infty} \frac{Y}{N} = & \left(1 - \frac{H^*HH + I}{Y}ight) \frac{Y}{N}
\end{align*}
\]
Asymptotic Distribution of Random Eigenvalues

E. Wigner (1955)

As the matrix dimension $n \to \infty$, the histogram of the eigenvalues converges to the semicircle law:

$$f(x) = \frac{1}{2\pi \sqrt{4 - x^2}} \begin{cases} \text{for } -2 < x < 2 \\ 0 \text{ otherwise} \end{cases}$$

(5)
Known

**Gaussian case**: Non-symmetric joint distribution of eigenvalues is ergodic.

Realization comes from almost surely to the asymptotic distribution. The ergodicity: The asymptotic histogram of one matrix.

**Ergodicity**: The asymptotic histogram of one matrix.

Zero mean - Unit Variance

Gauss distribution does not depend on the distribution with which the independent matrix coefficients are generated. The asymptotic eigenvalue distribution does not depend on the distribution with which the independent matrix coefficients are generated.

**Distribution Insensitivity**: The asymptotic eigenvalue distribution does not depend on the distribution with which the independent matrix coefficients are generated.
Girko (1984) Full-circle law for the unsymmetrized matrix

\[ \frac{1}{\sqrt{n}} \begin{bmatrix} +1 & +1 & +1 \\ -1 & -1 & +1 \\ -1 & -1 & -1 \\ +1 & -1 & +1 \\ -1 & +1 & -1 \\ +1 & -1 & -1 \\ +1 & +1 & +1 \end{bmatrix} \]

As the matrix dimension \( n \rightarrow \infty \), the eigenvalues are uniformly distributed on the unit disk. Bai (1997) Full-circle law with finite \((4+\epsilon)\)-moments.
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What about Singular Values?
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Bai (1997) Full-circle law with finite \((4+\epsilon)\)-moments.

As the matrix dimension \( n \rightarrow \infty \), the eigenvalues are uniformly distributed on the unit disk.

Cihó (1994) Full-circle law for the unsymmetrized matrix

\[ \frac{u^\top A u}{\sqrt{n}} \]
Wishart Matrices

\[
\left(\eta + u_0 \chi_{r-\gamma}^2\right)^{\gamma/2} \frac{\chi^{\gamma} \gamma^{\gamma}}{\frac{1}{2}^{\gamma}} \frac{\chi_{r-\gamma}^2}{1} = (\chi)^{\gamma / 2} I
\]

where the Laguerre polynomials are

\[
\chi_{r-\gamma}^2 \left[(\gamma)_{\gamma}, \gamma \right] \frac{\binom{\gamma - j + 1}{j}}{1 - j}
\]

The marginal probability density function of the unordered eigenvalues is

\[
\prod_{j=1}^{t-1} \left[ (\gamma)_{\gamma}, \gamma \right]^{\binom{\gamma - j + 1}{j}}
\]

where \( t \) and \( r \) are the minimum and maximum of the dimensions of \( H \).

\[
\frac{\chi_{r-\gamma}^2}{1} \cdot \prod_{j=1}^{t-1} \left[ (\gamma)_{\gamma}, \gamma \right]^{\binom{\gamma - j + 1}{j}}
\]

\[
\frac{\chi_{r-\gamma}^2}{1} \cdot \prod_{j=1}^{t-1} \left[ (\gamma)_{\gamma}, \gamma \right]^{\binom{\gamma - j + 1}{j}}
\]

Joint distribution of ordered eigenvalues

\[
\frac{\chi_{r-\gamma}^2}{1} \cdot \prod_{j=1}^{t-1} \left[ (\gamma)_{\gamma}, \gamma \right]^{\binom{\gamma - j + 1}{j}}
\]

Joint distribution of ordered eigenvalues

\[
\frac{\chi_{r-\gamma}^2}{1} \cdot \prod_{j=1}^{t-1} \left[ (\gamma)_{\gamma}, \gamma \right]^{\binom{\gamma - j + 1}{j}}
\]

When the entries of \( H \) are zero-mean iid Gaussian

\[
\frac{\chi_{r-\gamma}^2}{1} \cdot \prod_{j=1}^{t-1} \left[ (\gamma)_{\gamma}, \gamma \right]^{\binom{\gamma - j + 1}{j}}
\]

\[
\frac{\chi_{r-\gamma}^2}{1} \cdot \prod_{j=1}^{t-1} \left[ (\gamma)_{\gamma}, \gamma \right]^{\binom{\gamma - j + 1}{j}}
\]

\[
\frac{\chi_{r-\gamma}^2}{1} \cdot \prod_{j=1}^{t-1} \left[ (\gamma)_{\gamma}, \gamma \right]^{\binom{\gamma - j + 1}{j}}
\]

\[
\frac{\chi_{r-\gamma}^2}{1} \cdot \prod_{j=1}^{t-1} \left[ (\gamma)_{\gamma}, \gamma \right]^{\binom{\gamma - j + 1}{j}}
\]
Asymptotic pdf of the eigenvalues of $H^\dagger H$ (Mar˘cenko-Pastur, 1967)

For $H$ with i.i.d. entries with variance $1/N$:

$$f_{\beta}(x) = \left[ 1 - \beta - 1 \right] + \delta(x) + \sqrt{\left[ x - a \right] + \left[ b - x \right]} + 2\pi\beta x \tag{6}$$

where

$$[z]_+ = \max\{0, z\}$$

and

$$a = \left( 1 - \sqrt{\beta} \right)^2$$
$$b = \left( 1 + \sqrt{\beta} \right)^2$$

Rediscovered: (Grenander-Silverstein, 1977), (Wachter, 1978)

MMSE Multiuser Detection

Asymptotic Analysis (number of users $\to \infty$)

Equal-power users not subject to fading (SV, 1998):

$$\eta_{\text{mmse}}(\text{SNR}) \to 1 - \frac{1}{4\text{SNR}} F(\text{SNR}, \beta) \tag{7}$$

where

$$F(x, z) \triangleq (\sqrt{x} + z)^2 + (x)^{\frac{1}{2}} + (\sqrt{x} - z)^2 + 1$$

and

$$\{z, 0\} \max = +[z]$$

where

$$\frac{x^{\frac{1}{2}}}{\sqrt{|x - q|} + |x - s|} - (x)^{\frac{1}{2}} = (x)^{\frac{1}{2}}$$

For $H$ with i.i.d. entries with variance $1/N$

Asymptotic pdf of the eigenvalues of $H^\dagger H$
Unfaded CDMA Capacity/MIMO Capacity

For the equal-power unfaded channel (equivalent to narrowband multiantenna channel) by means of the explicit asymptotic pdf ($S_{V+Sh}$, 1999):

$$C_{opt}(\beta, SNR) = \int_a^b \log(1 + SNR x) f_{\beta}(x) dx$$

$$= \beta \log 2 \left( 1 + \frac{SNR}{e} e^{\frac{1}{4} F(SNR, \beta)} \right) + \log 2 \left( 1 + \frac{SNR}{\beta} \frac{1}{4} F(SNR, \beta) \right) - \log 2 e^{\frac{1}{4} F(SNR, \beta)}.$$

where

$$F(x, z) = \left( \sqrt{x (1 + \sqrt{z})^2 + 1} - \sqrt{x (1 - \sqrt{z})^2 + 1} \right)^2.$$

Asymptotic pdf of the eigenvalues of $SAA^T$

For $S$ with i.i.d. entries, and independent diagonal $A$:

$$f_{\beta}(x) = ???
The Stieltjes transform

The Stieltjes transform (also called the Cauchy transform) of an arbitrary random variable $X$ is defined as

$$S_X(z) = \mathbb{E}\left[ \frac{1}{X - z} \right]$$

Inversion formula was obtained by Stieltjes in 1894:

$$f_X(\lambda) = \lim_{\omega \to 0^+} \frac{1}{\pi} \text{Im} \left[ S_X(\lambda + i\omega) \right]$$

The $\eta$-transform

The $\eta$-transform of a nonnegative random variable $X$ is given by:

$$\eta_X(\gamma) = \mathbb{E}\left[ \frac{1}{1 + \gamma X} \right]$$

where $\gamma$ is a nonnegative real number, and thus, $0 < \eta_X(\gamma) \leq 1$.

Asymptotic efficiency at the output of a linear receiver = Sum of:

- “desired signal” with strength $\gamma$
- “background noise” with unit strength,
- “multiuser interference” with strength $\gamma X$.

The $\eta$-transform of a nonnegative random variable $X$ is given by:

$$\eta_X(\gamma) = \frac{1}{\gamma} S_X(\gamma)$$
The η-transform of the Mar˘cenko-Pastur law is

\[
η(\gamma) = \frac{1 - F(\gamma, \beta)}{4 \beta \gamma}
\]

The η-transform of the averaged empirical eigenvalue distribution of the unit-rank matrix \(ss^H\) is equal to

\[
η(\gamma) = \frac{1}{N} - \eta_P(\gamma)
\]

where \(N\) is the dimension of \(s\), and \(\eta_P\) is the η-transform of the random variable \(\|s\|^2\).

(6)

\[
((\gamma)\mu - I) \frac{\mathbf{N}}{1} - I = (\gamma)\mu
\]

The η-transform of the averaged empirical eigenvalue distribution of the unit-rank matrix \(ss^H\) is equal to

\[
\left(\frac{\mathbf{N}}{1} + \sum_{i \neq k} \frac{\mathbf{N}}{1} \mathbf{s}_i \mathbf{s}_i^H \right) + I = \left(\frac{\mathbf{N}}{1} \mathbf{H} \cdot \mathbf{H}^H + I\right) \frac{\mathbf{N}}{1} = \text{MISE} \]

\([\eta]\cdot\text{MISE Multiuser Detection}\)
The Shannon Transform

The Shannon transform of a nonnegative random variable \( X \) is defined as:

\[
V_X(\gamma) = \mathbb{E}[\log(1 + \gamma X)].
\]

(10)

where \( \gamma > 0 \).

Theorem 1

(Mar˘cenko-Pastur, 1967) (Silverstein and Bai, 1995)

\( H \) be an \( N \times K \) matrix whose entries are independent, identically distributed complex random variables with zero-mean and variance \( 1/N \).

\( T \) be an \( K \times K \) real diagonal random matrix whose empirical eigenvalue distribution converges almost surely to a non-random limit \( F \).

Assume that \( H \) and \( T \) are independent.

The empirical eigenvalue distribution of \( HT^\dagger H \) converges to a non-random limiting distribution whose \( \eta \)-transform is the solution to

\[ \eta = 1 - \beta + \beta \eta \left( X \right) \]  

(11)

The Shannon transform of a nonnegative random variable \( X \) is defined as:

\[
(\zeta)Xh - I = \left( \frac{\zeta}{I} \right) X^\dagger - I = (\zeta)X^{\frac{p}{2}} - \zeta
\]

where \( \zeta < 0 \).

(10)

(\zeta)X + (1/\zeta)X^\dagger = (\zeta)X^{\frac{p}{2}}

\( X \) is defined as:

\[
\mathbb{E}[\log(1 + \gamma X)]
\]
Further, if $T = I$, we have
\[\eta_T(\gamma) = 1 + \gamma, \quad \text{and} \quad (11) \text{ becomes:} \]
\[\eta = 1 - \beta + \beta \eta_T(\gamma). \quad (12)\]

**Proof:**

\[C_{\text{opt}}(\beta, \text{SNR}) = V_{HTH}^\dagger(\text{SNR}), \quad \text{and} \quad C_{\text{mmse}}(\beta, \text{SNR}) = V_T^\dagger(\text{SNR}), \quad \gamma \frac{d}{d\gamma} V_X(\gamma) = 1 - \eta X(\gamma) \]
\[\eta = 1 - \beta + \beta \eta_T(\gamma). \quad (13)\]

**Optimum Nonlinear Performance as a function of Optimum Linear Capacity** (Sh, SV, 2001)

**Proof:** If $I = I$, we have $u = u$. And $I$ becomes:

\[\frac{u \gamma + I}{\gamma} + \gamma = I \]

MUSE Multiuser Detection with Fading (Tse-Hanly, 2001)
The $R$-transform of a random variable $X$ is given by

$$R_X(\phi) = 1 - \eta X(\gamma) \phi$$

where $\gamma$ satisfies

$$\phi = \gamma \eta X(\gamma).$$

**Example:**

The $R$-transform of the averaged empirical eigenvalue distribution of the $N$-dimensional unit-rank matrix $s s^\dagger$ such that $\|s\|_2 = c$ is

$$R(\phi) = 1 + \frac{c}{\phi} - \sqrt{-\frac{4c}{\phi}} + \frac{1 + c}{\phi^2} = (\phi)^N + O(N^{-2}).$$

**Free Probability, Voiculescu, 1980s-1990s**

- In general, we cannot find the spectrum of $A + B$ from the spectra of the Hermitian matrices $A$ and $B$.
- If $A$ and $B$ are diagonal independent random matrices, then the spectrum of the sum is the convolution of the spectra.
- If $A$ and $B$ are asymptotically-free matrices, then the spectrum of the sum is the sum of the spectra.
- The spectrum of the sum of the matrices $A + B$ from the $R$-transform of the matrices $A$ and $B$.
\[ \text{Basic result: If } A^n \text{ and } B^n \text{ are free, then} \]
\[ \mathbb{E} [\text{tr}(A_{k,n} B_{p,n})] = \mathbb{E} [\text{tr}(A_{k,n})] \cdot \mathbb{E} [\text{tr}(B_{p,n})] \]

Examples of asymptotically free:

- \( A_n \) and \( B_n \) independent with Haar distributed.

- \( A^n \) and \( B^n \) independent Gaussian.

- The Haar matrix \( U^n \).

- \( A^n \) and \( B^n \) independent, with \( A^n \) and \( B^n \) Hermitian, independent of the Haar matrix \( U^n \).

- When \( p_i \) and \( q_i \) are independent.

\( 0 = \{ (A)_{i}b \} ( \{ (A)_{i}d \} ) \cdot \text{trace} \)

\( 0 = \{ (B)_{i} \}^{d}( \{ (B)_{i} \}^{d} ) \cdot \text{trace} \)

Whenever \( A \) and \( B \) are free.
Proof of Marčenko-Pastur Theorem via freeness

\[
\left( \left( (\phi) \nu, \nu \right) \right) \Psi - I = \left( (\phi) \nu \right) \nu
\]

with

\[
(\phi) \nu = \phi
\]

The \( \phi \)-transformation of \( \Psi = I \left( (\phi) \nu \right) \nu \)

\[
(\phi) \nu + \frac{\phi \lambda_1 + 1}{1} \frac{N}{T} = (\phi) \frac{N}{T} \nu
\]

\[
\frac{1 - \eta}{\sqrt{T}} = (\phi) \frac{N}{T} \nu
\]

\[
\frac{N}{T} \nu \phi \frac{1}{\sqrt{T}} = \Psi
\]

\[
\frac{N}{T} \nu \phi \frac{1}{\sqrt{T}} = \Psi
\]

the \( \eta \) transform of \( \Psi \) satisfies

\[
\eta(\gamma) = 1 - (\phi) \nu \phi
\]

where \( \phi = \gamma \eta(\gamma) \)

\[\text{CLT-counterpart} \]

Voiculescu (1985) Ergodic distribution of normalized sum of

many free random matrices \( \rightarrow \) Semicircle Law.
If $U$ and $V$ are free, the S-transform of the spectrum of $UV$ is equal to the product of the S-transforms of $U$ and $V$.

The distribution of the singular values of the matrix
\[
\begin{bmatrix}
S & V^T \\
\vdots & \vdots \\
S & V^T
\end{bmatrix}
\]
is the same as the distribution of the singular values of the matrix
\[
\begin{bmatrix}
S_A & S_A & \cdots & S_A \\
S_A & S_A & \cdots & S_A \\
\vdots & \vdots & \ddots & \vdots \\
S_A & S_A & \cdots & S_A
\end{bmatrix}
\]

(Hanly-Tse, 2001; Voiculescu 1991)

The distribution of the singular values of the matrix
\[
\begin{bmatrix}
S & S & \cdots & S \\
S & S & \cdots & S \\
\vdots & \vdots & \ddots & \vdots \\
S & S & \cdots & S
\end{bmatrix}
\]
is equal to the product of the S-transforms of $U$ and $V$.

The effective spreading gain = CDMA spreading gain $\times$ number of receive antennas. (but only pay in bandwidth for the actual spreading gain)
\[ r = A W b + \sigma n \] (15)

where \( A \) is \( N \times N \) diagonal with iid diagonal elements with distribution \( p_A \), and \( W \) is \( N \times K \) isometric (Haar distributed).

\[ \eta - \text{transform is the solution to} \]
\[ \mathbb{E} \left[ |A|^2 \right] = \eta^{\frac{1}{2}} \] (16)

\[ 2H = \text{number of rows of} \ H \]
\[ \frac{1 - u_{\beta}}{u_{\beta}} \prod_{j} = (z) \Delta \] (18)

\[ \text{S-transform of the spectrum of} \ H_1 H_2 \cdots H_\ell b + \sigma n \] (17)

\[ \text{independent} \ H_1 \cdots H_\ell \text{S-transform of the spectrum of} \ H_1 H_2 \cdots H_\ell H_\ell^\dagger \cdots H_1^\dagger \text{converges to} \]
\[ \Sigma(z) = \ell \prod_{l=1}^{\beta_n} \left( z + \beta_n - 1 \right) + \beta_n \] (18)

\[ \text{Progressive Scattering (Mueller, 2002)} \]

\[ \text{Random Precoding Diversity (Debbah, Hachem, Loubaton, Courville, 2001)} \]
Correlated Multiantenna Capacity (SV+AT, 2002)
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Overview of Turbo Codes

- Concatenated component codes – parallel, serial

- Interleaving – block, convolutional, algebraic or pseudo random interleavers

- Soft-input/soft-output decoding – confidence level from the demodulator as well as the component decoders

- Iterative decoding – processing a priori information to give posteriori information with higher confidence

Overview of Multifold Turbo Codes

- Multifold coding is a technique that can potentially improve the bit and frame error performance of any given turbo code

- Multifold coding brings the codeword weight distribution closer to binomial distribution, which contributes to the improved error performance

- Multifold coding involves;
  - Segmentation of an information block
  - Grouping of information segments
  - Turbo encoding of the grouped segments

- During multifold decoding, multiple confidence levels per information bit are obtained because of the grouping of information segments
Information block of N bits is split into $N_s$ sections of equal length, called *segments*. As an example, consider a 12-bit information block, for which $N_s$ can be 6, 4, or 3.

- $N_s = 6$:
  - 1 2 3 4 5 6
- $N_s = 4$:
  - 1 2 3 4
  - 1 2 3
  - 1 3 4
- $N_s = 3$:
  - 1 2 3

Then, all possible segment combinations, taken $N_G$ at a time, are grouped prior to encoding ($N_G < N_s$ and $N_G \neq 1$).

e.g. For $N_s = 4$ there are two possible $N_G$ values, namely 2 and 3, which satisfy the above conditions.

- $N_s = 4$:
  - 1 2 3 4
- $N_G = 3$:
  - 1 2 3
  - 1 2 4
  - 1 3 4
  - 2 3 4
- $N_G = 2$:
  - 1 2
  - 1 3
  - 1 4
  - 2 3
  - 2 4
  - 3 4

*Multifold Turbo Codes and Unequal Error Protection*
Multifold Turbo Codes and Unequal Error Protection – no:7

All segment combinations are separated by different interleavers and are encoded, and parity bits are generated.

e.g. For the \( N_q=4 \) and \( N_g=3 \) case, 4 segment combinations are encoded.

For \( N_q=4 \) and \( N_g=3 \) case, 4 segment combinations are encoded.

\[
\begin{align*}
&\text{1} \rightarrow \text{2} \rightarrow \text{3} \rightarrow \text{turbo encoder} \rightarrow P\{123\} \\
&\text{1} \rightarrow \text{2} \rightarrow \text{4} \rightarrow \text{turbo encoder} \rightarrow P\{124\} \\
&\text{1} \rightarrow \text{3} \rightarrow \text{4} \rightarrow \text{turbo encoder} \rightarrow P\{134\} \\
&\text{2} \rightarrow \text{3} \rightarrow \text{4} \rightarrow \text{turbo encoder} \rightarrow P\{234\}
\end{align*}
\]

3-fold turbo encoder

Multifold Turbo Codes and Unequal Error Protection – no:8

For \( X \) combinations, information segment groups of \( A\{C_1\}, A\{C_2\}, \ldots, A\{C_k\} \) are encoded to generate a parity sequence \( P\{C_1\}, P\{C_2\}, \ldots, P\{C_k\} \), where \( 1 \leq k \leq X \).

The codeword is given by the binary sequence, \( \{A, P\{C_1\}, P\{C_2\}, \ldots, P\{C_k\}\} \).

M-fold Turbo Encoder
Total number of combinations, taken $N_G$ at a time from $N_S$ segments is given by (1)

$$C(N_S, N_G) = \frac{N_S!}{N_G!(N_S-N_G)!} \quad (1)$$

For a given $(N_S, N_G)$ pair, the following can be determined:

- **Number of encoders** = $C(N_S, N_G)$
- **Number of interleavers** = $C(N_S, N_G)-1$
- **Encoding frequency per information bit**, $M = C(N_S-1, N_G-1)$

Such turbo codes are called **M-fold turbo codes**

The relationship between ‘M’ and the unpunctured code rate ($R$) is given in (2)

$$R = \frac{1}{1 + M} \quad (2)$$
In 2-fold turbo coding, each information segment is encoded twice, and hence, two sets of parity bits associated with each segment, are generated.

Two-fold & Classical Turbo Decoders

Classical Decoder

Two-fold Decoder

In 2-fold turbo coding, each information segment is encoded twice, and hence, two sets of parity bits associated with each segment, are generated.
Information block size = 4096

Codes = g[37,21] (Berrou), g[23,33] (CCSDS), g[23,35] (P16)

R = 1/3

Berrou symmetric two-fold

CCSDS symmetric two-fold

P16 symmetric two-fold

Symmetric Two-fold Bit Error Performance

Eb/No (dB)

BER

1.E-07

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

Berrou

TF-Berrou

P16

TF-P16

CCSDS

TF-CCSDS
Asymmetric Two-fold Turbo Code

- Information block size = 4096
- Codes: g[3,57] (BNAC), g[23,35] (P16)
- R = 1/3

Asymmetric Two-fold Bit Error Performance

- BER vs. Eb/No (dB)
- Codes: Berrou, P16/BNAC, TF-P16/P16/BNAC
Multifold processing time overhead \( f(M) \) compared to its conventional equivalent is a linear function of the fold, i.e. \( M \), as shown below.

\[
f(M) = 0.5659M - 1.051
\]

E.g. For a two-fold code, the decoding latency is almost the same as the equivalent conventional turbo decoder – i.e. the overhead is close to zero.

**Unequal Error Protection (UEP)**

Information frame with \( N_S \) segments

Equal error protection sub-frames

Unequal error protection sub-frames

Each colour represents a different segment combination.
Multifold Turbo Codes and Unequal Error Protection – no:19

Two-fold Based (UEP)

2-fold Encoder

- $A_1$
- $A_2$
- $A_3$
- $A_{12}$
- $A_{23}$
- $A_{13}$

$\pi_{13}$
$\pi_{23}$

RSC encoder

Modified Encoder

- $A_1$
- $A_2$
- $A_3$
- $A_{123}$
- $A_{12}$
- $A_{23}$

$\pi_{12}$
$\pi_{23}$

RSC encoder

Still Image Application

• Description of colour using hue, saturation and luminance (HSL) has been introduced by the International Commission on Illumination (CIE), and relates very closely to human perception of colour.

Still Image Application
### Audio Application

- When the channel noise corrupts the high magnitude components of an audio sample, such signal distortions cause high disturbance to the ear.

- UEP scheme can effectively rectify such unwanted audible noise.
**Conventional Scheme**
- Code rate: 1/3
- Component code: \(g(7,5)\) RSC code
- Concatenation: Symmetric parallel
- Block length: 4608
- Interleaver length: 4608
- Interleaver type: Algebraic - Berrou
- Decoding: Parallel max-log MAP
- Iterations: 4

**Twofold UEP Scheme**
- Code rate: 3/10
- Component code: \(g(7,5)\) RSC code
- Concatenation: Symmetric parallel
- Block length: 4608
- Interleaver lengths: 4608 and 3072
- Interleaver type: Algebraic - Berrou
- Decoding: Parallel max-log MAP
- Iterations: 4

- The UEP scheme and the conventional schemes have comparable rates
- The UEP scheme uses two different interleaver lengths
- The channel noise is additive white Gaussian
Frame Error Performance

Decoded Still Images

Conventional Scheme

UEP Scheme

\[ Eb/No: 0.700 \text{ dB} \]
\[ BER: 1.13e-2 \]
\[ FER: 0.99 \]
\[ PER: 1.61e-2 \text{ (pixel error rate)} \]

\[ Eb/No: 0.700 \text{ dB} \]
\[ BER: 5.04e-3 \]
\[ FER: 0.5 \]
\[ PER: 3.95e-3 \text{ (pixel error rate)} \]
### Decoded Still Images

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Eb/No (dB)</th>
<th>BER</th>
<th>FER</th>
<th>PER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional</td>
<td>0.800</td>
<td>6.45e-3</td>
<td>0.92</td>
<td>9.18e-3</td>
</tr>
<tr>
<td>UEP</td>
<td>0.800</td>
<td>7.07e-4</td>
<td>0.216</td>
<td>4.89e-4</td>
</tr>
</tbody>
</table>

### Decoded Still Images

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Eb/No (dB)</th>
<th>BER</th>
<th>FER</th>
<th>PER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional</td>
<td>0.700</td>
<td>1.13e-2</td>
<td>0.99</td>
<td>1.61e-2</td>
</tr>
<tr>
<td>UEP</td>
<td>0.600</td>
<td>2.02e-2</td>
<td>0.775</td>
<td>1.75e-2</td>
</tr>
</tbody>
</table>
Decoded Still Images

<table>
<thead>
<tr>
<th>Conventional Scheme</th>
<th>UEP Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_b/N_0$: 0.800 dB</td>
<td>$E_b/N_0$: 0.645 dB</td>
</tr>
<tr>
<td>BER: 6.45e-3</td>
<td>BER: 1.15e-2</td>
</tr>
<tr>
<td>FER: 0.92</td>
<td>FER: 0.65</td>
</tr>
<tr>
<td>PER: 9.18e-3</td>
<td>PER: 9.88e-3</td>
</tr>
</tbody>
</table>

Decoded Audio Files

<table>
<thead>
<tr>
<th>Conventional Scheme</th>
<th>UEP Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_b/N_0$: 0.900 dB</td>
<td>$E_b/N_0$: 0.900 dB</td>
</tr>
<tr>
<td>BER: 2.68e-3</td>
<td>BER: 3.60e-5</td>
</tr>
<tr>
<td>FER: 0.860</td>
<td>FER: 0.043</td>
</tr>
<tr>
<td>$E_b/N_0$: 0.730 dB</td>
<td>$E_b/N_0$: 2.86e-3</td>
</tr>
<tr>
<td>BER: 0.374</td>
<td>FER: 0.374</td>
</tr>
</tbody>
</table>
Abstract: this contribution aims to give an overview of some key system research concepts in GSM/EDGE physical layer standardisation and possible candidates for GERAN evolution.

1. INTRODUCTION

The first step towards GSM was to allocate a common frequency band in 1978. In 1990 the GSM specifications for 900 MHz band were frozen. The 1800 MHz band was standardised in 1991. As GSM standardisation could not include all aspects before the service launch, the specifications were divided in specifications for 900 MHz band were frozen. The 1800 MHz band was standardised in 1991. As GSM.

The decision facilitated the introduction of a multi-radio UMTS standard based on 3G radio technologies UTRAN (WCDMA) and GERAN (GSM/EDGE). 3GPP aims to maximize end-to-end performance with the introduction of 3G multimedia services. Figure 1 shows the GSM/EDGE standardisation phases and releases including a subset of key specifications.


Figure 1 GSM/EDGE standardisation phases and releases.

The GSM/EDGE system parameters are given in Table 1.

<table>
<thead>
<tr>
<th>Duplex method</th>
<th>FDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple access</td>
<td>TDMA</td>
</tr>
<tr>
<td>Modulation</td>
<td>GMSK / 8PSK</td>
</tr>
<tr>
<td>Carrier spacing</td>
<td>200 kHz</td>
</tr>
<tr>
<td>Carrier bit rate</td>
<td>270.833 kbit/s</td>
</tr>
<tr>
<td>Frame length</td>
<td>4.615 ms</td>
</tr>
<tr>
<td>Slots per frame</td>
<td>8</td>
</tr>
<tr>
<td>Radio resource management</td>
<td>Hard handover, Power control (UL &amp; DL), Frequency-hopping, Discontinuous transmission (DTX), Link adaptation</td>
</tr>
</tbody>
</table>

Table 1 GSM/EDGE system parameters
2. GERAN PHYSICAL LAYER

GSM physical layer performance analysis is typically considered over three generic radio environments:
- Vehicular radio environment with large macrocells, large transmit powers, and fast-moving mobiles. Significant path loss, delay spread, and Doppler effect affect range (coverage).
- Outdoor-to-indoor & pedestrian radio environment with small microcells, transmit powers, and slow mobiles. Shadowing, building penetration loss, and co-channel interference affect network capacity.
- Indoors office radio environment with small transmit power, base stations and users located indoors, and slow mobiles. Wall and floor penetration path loss affect coverage.

The physical layer is illustrated in Figure 2. A number of radio air interface and radio resource management methods are used to improve range, capacity, and Quality of Service (QoS).

**Multipath channel & Radio environment**:  
- Improve range (coverage)
- Shadowing (slow fading): slow AGC
- Man made noise (urban & suburban) and receiver noise: better receiver sensitivity
- Delay spread: Adaptive equalisation (up to 600% Inter Symbol Interference)
- Fast Rayleigh fading: Frequency Hopping, Space / polarisation diversity, Interleaving
- Doppler shift random frequency variation: Automatic Frequency Correction
- Path loss and attenuation / blockage: Cell splitting, Antenna design, Transmit diversity, Beam forming

**Interference from other cells**:  
- Improve Network Capacity
- Diversity receivers
- Interference cancellation
- Frequency-hopping
- Power control

**End-to-End performance**:  
- Improve Quality of Service (QoS)
- Link adaptation (AMR, GPRS, EGPRS)
- Packet scheduling
- Incremental Redundancy (EDGE),
Radio air interface impairments require receiver algorithms processed in the baseband. The Base station (BTS) has multiple antennas for diversity reception to improve range and network capacity (Maximum-Ratio Combining, whitening). Handset has single antenna. Oversampling is commonly used. Receiver algorithms are key to physical layer performance in terms of \( E_b/N_0 \) and C/I gains both for GMSK and 8PSK sensitivity and interference cases (static, Typical Urban, Hilly terrain, Rural Area propagation models defined in 3GPP 45.005 specification). The block diagram of a 2-antenna BTS with diversity receiver algorithms for GMSK/8PSK modulated signals is shown in Figure 3.

**GMSK & 8PSK Detection Algorithm Research:**
- MMSE-DFE equaliser with MMSE prefilter that makes the signals minimum phase linear for DFE stage stability and concentrates the channel energy in the first 2 taps for low trellis complexity [1].
- Reduced-State Sequence Estimator (RSSE) further reduces 8PSK detection complexity [2].
- Enhanced AFC algorithm increases 8PSK detection robustness to phase noise and Doppler shift.
- GSM/EDGE receiver iterative algorithm [3]: Low-complexity methods for turbo equalisation, iterative channel estimation, or iterative whitening reduce implementation complexity in BTS and handsets.

**Figure 3 GERAN (GSM/EDGE) diversity receiver algorithms**

GMSK and 8PSK detection can have mostly shared functionality.

### 3. ADAPTIVE MULTIRATE SPEECH CODEC.

Adaptive MultiRate (AMR) speech codec was standardised in Release 98 and is being introduced in live GSM networks. AMR includes eight speech codecs supported in the FR GSM channel mode (22.8 kbit/s) by means of puncturing and channel coding (CRC and convolutional). Only six speech codecs are supported in HR GSM channel mode (11.4 kbit/s). AMR rates are summarised in Figure 4.

**Figure 4 AMR speech codec and channel codec rates**

AMR dynamically adapts to radio channel and traffic load conditions through link adaptation. It selects FR or HR GSM channel mode and speech codec mode to optimise speech quality and network capacity.
There is trade-off between speech codec bit rate and channel codec bit rate. In poor channel conditions, AMR provides better FR speech quality with increased network capacity; in good channel conditions, further network capacity with acceptable HR speech quality can be achieved. Based on their network requirements, operators drive AMR feature deployment and strategy. As speech quality is subjective, a Mean Opinion Score (MS) test is used to evaluate speech quality. AMR FR gives better speech quality than GSM EFR in interference-limited environment; AMR HR speech quality is similar to that of GSM FR across C/I range. AMR was shown to provide 5 dB link level gain or up to 150% network capacity [4].

![Figure 5 AMR speech quality compare to GSM EFR and GSM FR.](image)

4. **EGPRS THROUGHPUT OPTIMISATION.**

EDGE (EGPRS & ECSD) was standardised in Release 99 to enhance GPRS & HSCSD services. It is being introduced in live GSM networks. The tripling of data rates over GPRS or HSCSD services is provided by the use of 8PSK modulation — i.e. 3 bits per symbol, compare to 1 bit per symbol in GMSK modulation. 8PSK has smaller cell range than GMSK, as it requires larger SNR at the receiver for correct detection. The transmission power amplifier efficiency of 8PSK modulated signals is reduced compare to GMSK, as 8PSK has a 3.2 dB mean peak-to-average ratio (10⁻⁵ probability that signals exceed this PARR). This affects the transmitter cost. GMSK modulation has constant envelop property.

EGPRS Modulation and Coding Schemes (MCS) are summarised in Table 2. A punctured convolutional code with mother code rate 1/3 and constraint length 7 is used by all the EGPRS MCS modes for the data payload and Medium Access Control (MAC) /Radio Link Control (RLC) header. There are 4 radio blocks per RLC block. Block interleaving is used. RLC blocks failling the CRC check are re-transmitted.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Modulation</th>
<th>Data User Rates [kbps]</th>
<th>Code Rate</th>
<th>Blocks per 20 ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCS-9</td>
<td>8PSK</td>
<td>59.2</td>
<td>1.0</td>
<td>2</td>
</tr>
<tr>
<td>MCS-8</td>
<td>8PSK</td>
<td>59.2</td>
<td>0.92</td>
<td>2</td>
</tr>
<tr>
<td>MCS-7</td>
<td>8PSK</td>
<td>44.8</td>
<td>0.76</td>
<td>2</td>
</tr>
<tr>
<td>MCS-6</td>
<td>8PSK</td>
<td>29.6</td>
<td>0.49</td>
<td>1</td>
</tr>
<tr>
<td>MCS-5</td>
<td>8PSK</td>
<td>22.4</td>
<td>0.37</td>
<td>1</td>
</tr>
<tr>
<td>MCS-4</td>
<td>GMSK</td>
<td>17.6</td>
<td>1.0</td>
<td>1</td>
</tr>
<tr>
<td>MCS-3</td>
<td>GMSK</td>
<td>14.8</td>
<td>0.85</td>
<td>1</td>
</tr>
<tr>
<td>MCS-2</td>
<td>GMSK</td>
<td>11.2</td>
<td>0.66</td>
<td>1</td>
</tr>
<tr>
<td>MCS-1</td>
<td>GMSK</td>
<td>8.8</td>
<td>0.53</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 2 EGPRS Modulation and Coding Schemes.**

**Link Adaptation (LA):**

In EDGE, the MCS mode can be changed dynamically on an RLC-block basis. The RLC header includes information on the MCS mode, so channel decoding can be done accordingly. Link adaptation chooses the best MCS mode for prevailing channel condition to optimise throughput. Switching between MCS modes may be based on different quality measures – e.g. BER, C/I, BLER, etc.

**Incremental Redundancy (IR):**

The selective-ARQ protocol in RLC layer requests retransmission of incorrectly received RLC blocks based on ACK, Non-ACK information obtained during polling on the associated logical channel PSACCH. This is typically done once or twice per second to minimize delay for end-to-end services.
The re-transmissions use different puncturing schemes with convolutional coding. The probability of correct reception is improved by combining the original transmission information (which failed) with that of the re-transmission(s). An example for MCS-4 or MCS-9 with basic code rate 1/1 (this uses 2/3 puncturing rate) is shown in Figure 6.

Different puncturing tables are used for the transmissions, resulting in different bits being transmitted over the air interface. After equalisation and de-interleaving, the received soft bits for each transmission are stored in memory at the receiver, and combined with those of the latest transmission. This decreases the effective code rate of the RLC block, but the extra redundancy allows more robust decoding by the convolutional decoder – e.g. at the 3rd re-transmission, there is no erasure and the effective code rate is 1/3. After 3 re-transmissions the bits may be transmitted again over the air interface, and soft combining is performed by averaging the soft received bits before convolutional decoding. For other MCS modes, some of the bits may be re-transmitted during the 2nd or 3rd re-transmission. Re-transmission can be done using a different MCS mode, providing it is in the same family of MCS mode – e.g. MCS3, MCS6, MCS8, and MCS9 are in the same family. If the channel conditions deteriorate significantly, the Base Station Controller (BSC) may switch to a more robust MCS mode during RLC block re-transmission.

5. SINGLE ANTENNA INTERFERENCE CANCELLATION.

In 1996-1997, Joint Detection–Single Antenna Interference Cancellation (JD-SAIC) was studied in concept Beta of UMTS FRAMES. Single Antenna Interference Cancellation (SAIC) is being standardised in 3GPP GERAN Release 6 (GMSK-GMSK interference specification targeted to end of 2003). Network capacity is DL limited in GSM. The BTS typically uses multiple-antenna receivers, while the handsets use single-antenna receiver. This creates a UL-DL unbalance, as the diversity gains provided by multiple-antenna reception can only be obtained in the BTS. SAIC improves network capacity by suppressing interference in single-antenna handset by means of signal processing in the baseband unit.

Recent results for GMSK modulated signals were presented in 3GPP GERAN WG1:
- Link-level simulations of SAIC algorithms at 900 MHz & 1900 MHz showed 7-10 dB C/I gains for a single synchronous co-channel interferer.
- Network level simulations showed 200% voice capacity gains over a network without SAIC handsets.
- Field trials showed 2.7 dB and 5 dB link gains in an un-synchronised & synchronised GSM network.

The standardisation work is progressing, as assumptions for the research framework, and algorithm & system research are still open. The link-level and system-level modelling flow is shown in Figure 7.
- Link-level model based on multiple-interferer scenario is needed – i.e. Dominant-to-rest Interferer Ratio (DIR), which is increased by steep pathloss attenuation slope, large deviation in shadowing, DTX and fractional load, cell sectorisation, and irregular cell deployment.
• Network parameters for system model need to be agreed
• SAIC algorithm & system research – constant modulus method, Joint detection method. 8PSK interference cancellation is the most challenging research opportunity.
• SAIC Handset feasibility study in Baseband processing

6. MULTIPLE-IN MULTIPLE-OUT ANTENNA SYSTEMS

There has been much hype about multiple-In Multiple-Out (MIMO) systems. MIMO is currently considered in 3GPP2 standardisation for CDMA technology. There has been interest for WLAN systems and other related technologies. MIMO might be considered in 3GPP GERAN to improve user data rates / throughput, spectral efficiency, and range. A MIMO systems such as a 2x2 MIMO system (Figure 8) may not require HW changes in Network side, “only” HW change due to second antenna in MS.

MIMO transmission impact on network capacity requires system-level investigation. A comparison between MIMO and simpler 2-antenna MRC/IRC handsets or single-antenna SAIC handsets could be made. A MIMO system has M transmitters that transmit simultaneously different data sequences separated in space by using different antennas (or polarised antenna), and N antennas at the receiver (N ≥ M). The transmitted signals experience independent fading profiles, which provides diversity that the MIMO receiver can exploits. In MIMO transmission, path from each transmitter antenna to each receiver antenna exists. The channel impulse responses are used as a “signature” to differentiate the transmitted data from each other to make the data reception possible. Non-correlated signal paths are required.

MIMO Algorithm Research: [5]
• MLSE receiver jointly detects the transmitted sequences with a joint prefilter and joint MLSE trellis equaliser to optimise performance, but complexity increases exponentially with the number of antennas. There are numerous techniques to reduce the trellis equaliser complexity.
• Linear receiver detects one transmitted sequence at a time, and processes the others as interference, with whitening, MMSE, or blind methods. The complexity increases linearly with the number of antennas. Performance is sub-optimum.
• Iterative receiver estimates the transmitted sequences and radio channel iteratively to give trade-off between performance and complexity.

7. ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING

An Orthogonal Frequency Division Multiplexing (OFDM) system back-to-back compatible with GSM was proposed in the Gamma group of UMTS FRAMES [6]. An OFDM system is illustrated in Figure 8. The OFDM symbol was half a GSM burst period, and mapped to 24 sub-carriers by means of IFFT processing. The sub-carrier spacing is 4.17 kHz and the band slot width 100 kHz – i.e. two OFDM symbols could be sent in a GSM burst period over a 200 kHz bandwidth.

![Figure 9 OFDM system.](image)

OFDM symbols are much longer than the delay spread, resulting in flat fading channel that can be easily equalised – i.e. the OFDM symbol do not overlap so there is no significant Inter Symbol Interference (ISI). High frequency-clock accuracy is required for the orthogonality of OFDM sub-carriers to reduce Inter Carrier Interference (ICI). OFDM has high Peak-to-Average Ratio Power (PARP), which is an issue in handset and long-range applications. It can be reduced by means of source coding and clipping. A cyclic prefix is needed to ensure circular convolution properties, which allows 1-tap equalisation at the receiver. As OFDM symbol equalisation is trivial, multi-level QAM modulation such as 16QAM or 64QAM are possible. This improves user data rates / throughput and spectral efficiency. The impact of OFDM transmission on range and network capacity is an issue that needs investigation at system level. An OFDM system needs long OFDM symbol periods to be robust against multipath, and sufficient sub-carrier spacing to allow for frequency synchronisation and/or Doppler effects. We have

\[ B \tau_{\text{max}} \ll N \ll \frac{B}{f_d} \]

where \( \tau_{\text{max}} = 20 \mu s \) is the delay spread, \( f_d = 100 \text{ Hz} \) the Doppler frequency, \( B = 270833 \text{ kHz} \) the carrier bit rate, \( 5.6 \ll N \ll 2800 \) the number of sub-carriers. If \( N \) is close to the lower bound, the efficiency is reduced because of the cyclic prefix; if \( N \) is close to the upper bound, ICI is increased due to Doppler effects. The choice of \( N \) also depends on DFT implementation algorithms for modulation / demodulation.

OFDM algorithm & system research:
• Source coding and clipping to reduce PARR
• Optimisation of OFDM frame format / burst mapping
  - Cyclic prefix for low-complexity equalisation
  - Pilot symbols / training sequence overhead for channel estimation
  - Redundancy overhead for channel coding
• Co-channel interference mitigation algorithms
• Automatic Frequency Correction algorithm for high-speed mobiles, RF phase noise, and ICI mitigation.
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